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Thesis abstract 
 

Approaching micro-evolution of bacterial pathogens of plants using 

MLVA: invasive outbreaks vs endemic diseases 

Introduction  

The movement of goods around the world and broad borders have facilitated the diffusion of 

plant diseases through the movement of pathogens into a new area, and climate change has 

helped the emergence or re-emergence of new pathogens that negatively affect food 

production.  In this thesis, we have dealt with three important pathogens Pseudomonas syringae 

pv. actinidiae, Xylella fastidiosa , as invasive outbreaks pathogens and Pseudomonas 

savastanoi an endemic pathogen. These pathogens have a very important impact on food 

production not only in Italy but also worldwide. In order to understand the genetic 

characteristics,  various methods have been developed for analysing plant pathogenic bacteria, 

these methods are based on either restriction enzymes or DNA segments amplified by PCR. 

These methods have differed in their discriminative power, reproducibility, and ease of results 

interpretation. Hence, we have developed and applied MLVA (Multiple Loci Variable Number 

of Tandem Repeats Analysis) for genotyping the three pathogens. 

The aims  

To develop a robust MLVA (Multiple Loci Variable Number of Tandem Repeats Analysis) 

scheme suitable for global and local studies of three main bacterial diseases (endemic and 

invasive) in Italy: Knot disease on olive, oleander, and ash which is caused by Pseudomonas 

savastanoi pathovars, as an endemic pathogen, then canker of kiwifruit which is caused by P. 

syringae pv. actinidiae (Psa), and the new emerge olive quick decline syndrome which is 

caused by Xylella fastidiosa  subspecies pauca st53 as an invasive outbreak. Then, we used this 
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approach to understand differences in populations of each pathogen, elucidate the diffusion and 

movements of these populations. 

The results  

 The results obtained in these studies point out that MLVA represents a very promising first-

line assay for large-scale routine genotyping prior to whole-genome sequencing of only the 

most relevant samples in case of outbreaks. In addition, its ability to differentiate the pathovars, 

biovars, and subspecies, `the method went beyond that when it was able to differentiate the 

sequence types of the same subspecies. MLVA assay has great potential as an easy and 

effective tool not only to recognize and schedule the presence of the above-mentioned types of 

bacterial species all over the world but above all to trace their movements on local and to 

international scale, in addition to its ability supporting the simple detection of contaminated 

materials with key information concerning specific haplotypes populations. 
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 : Introduction  

 Plant disease 

       Plant diseases remain an endless threat to our food, crops, cash crops, social life, and 

landscape. Disease in plants can be defined as follows: the series of visible and invisible 

reactions of plant cells and tissues to biotic (pathogenic organisms) and abiotic (environmental 

factors) or their combinations, which result in adverse changes in the form, function, or 

integrity of the plant and may lead to partial damage of plant parts and or in severe cases death 

of the entire plant or fields plants. The inherited defects (e.g. genetic disease) of the plant can 

be added to the definition, due to their important roles. Human involvement and activities also 

play an important role in the development of plant disease (1). 

     Abiotic factors, i.e. environmental or physiological conditions, such as temperature, 

moisture, mineral nutrients, pollutants, malnutrition, toxic agents, etc., occurring above or 

below certain levels tolerated by plants can disturb plant functions (2). In simple words, the 

disease is any kind of distribution in plant function due to biotic and abiotic or human activities 

that make the plant unable to carry out its physiological functions correctly. Therefore, plant 

diseases may be the result of living and/or non-living causes. 

Biotic diseases are caused by living organisms, known as pathogens, which include 

microorganisms (e.g., viruses, bacteria, oomycetes, fungi, nematodes, and parasitic plants) (3). 

A plant pathogen is an organism that can inhabit the rhizosphere (zone of interaction of root 

and soil) and/or phyllosphere (aerial part of the plant) and the endosphere (internal parts of the 

plants) and can disturb the growth, production, and survival of the plant by causing changes in 

the morphology and behavior of the plant or its tissues (4). For example, when bacteria attack 

plants, they usually disturb plant cell metabolism by secreting enzymes, toxins, growth 

regulators, and other substances, and by absorbing nutrients from the host cells for their own 

use (5). Some pathogens may also cause disease by growing and multiplying in the xylem or 

phloem vessels of plants, thereby blocking the upward transportation of water and nutrients, as 

in the case of Xylella fastidiosa , the causal agent of Pierce disease and olive quick decline 

syndrome (OQDS) in Italy, and of Candidatus Liberibacter asiaticus, the causal agent of 

Huanglongbing (HLB) disease (1). 
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Figure 1: The effects of the disease in fields of (A) Horse chestnut plants2; (B) Olive plants3; 

C) Pears.4   

Plant diseases vary in their effects, ranging from insignificant symptoms in the garden to 

disasters that destroy main food crops planted over large areas (6). Food losses due to crop 

infections from pathogens are a persistent problem in agriculture since these organisms reduce 

quality, yields, shelf-life, and consumer satisfaction, in both pre- and post-harvest (7). Major 

disease outbreaks may cause starvation, hunger, and migration, such as potato blight disease 

caused by Phytophthora infestans, the Great Bengal Famine of 1943, black stem rust of wheat 

in the USA, and many others (8). It is difficult to control plant pathogens due to their population 

differences in time, space, and genotype. Another important aspect is that a pathogen may 

evolve to overcome the resistance of the plant (9). In order to meet the increasing demands of 

feeding the growing population, the improvement of crop protection strategies to prevent losses 

due to pathogens plays an important role in securing both food quality and quantity (7). 

   In conclusion, it can be said that not only do biotic and abiotic factors cause plant disease but 

so does the interaction between them. In addition, human activities consisting of agricultural 

 
2 https://www.dailymail.co.uk/news/article-3223818/ 
3 https://www.cbsnews.com/news/pathogen-destroying-olive-trees-in-italy-xylella-fastidiosa/ 
4 https://wiki.bugwood.org/ Erwinia amylovora 
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practices such as cropping systems and extensive pesticide applications could also lead to the 

development of this complex/disease (10). We will discuss biotic factors which include three 

bacterial pathogens; hence, other aspects will not be discussed here. 

 Bacterial plant pathogens  

Bacteria are single-celled prokaryotic microorganisms, classified as eubacteria and 

archaebacteria according to differences in the composition of their cell wall and cytoplasmic 

membrane. Eubacterial plant pathogens are sub-divided into gram-negative bacteria, gram-

positive bacteria, and Mycoplasma-like organisms (MLOs). The difference between them and  

Mollicutes (1)  is the presence of cell wall characteristics. MLOs lack a cell wall; their outer 

boundary is instead a cytoplasmic membrane, which gives them some unusual properties not 

found in most eubacteria.  

    Common plant pathogenic bacteria are all small, single, rod-shaped cells, apart from the 

filamentous Streptomyces bacteria. Bacteria range from 0.6 to 3.5 μm in diameter  (11). The 

cell wall of most bacterial species is surrounded by a viscous material known as a capsule, 

which provides protection against stresses, immune responses, antibacterial agents, and 

antibiotics. Gram-positive bacteria, on the other hand, produce endospores to help them survive 

unfavorable conditions (12). 

       Many bacterial species are motile by means of their flagella, which are filamentous 

structures consisting of proteins. The number and distribution of flagella vary among species. 

Some species have only one flagellum present at one end (polar or monotrichous flagellation). 

In some species have flagella located at both ends of the cell (lophotrichous bacteria), while 

other species have flagella at various places on the cell (peritrichous bacteria) (1).      

     There are over 100 bacterial species responsible for plant diseases affecting productivity. 

Difficulties in controlling bacterial diseases (both chemically and biologically) are due to 

different factors such as limits on using antibiotics in Europe, the development of resistance, 

wide host range, population size, and evolution.  Bacterial diseases of fruit trees, for example, 

may cause losses that reach 50% -100% and the whole crop could be destroyed as a result of 

the bacterial attack (13). 

         Bacteria multiply asexually by binary division. The cell grows to twice its size and splits 

into two cells; this division must occur at the correct time and correct location in the cell. 
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Progeny cells receive a complete set of genes of their parent cell. On the other hand, the gram-

positive bacteria Streptomyces species were found to multiply by forming a spore (14)(15). 

Bacteria replicate at a high rate. A single bacterial cell may produce one million progeny 

bacteria in less than a day if there are optimal environmental factors. However, this high rate 

will gradually slow and finally stop at a certain point (16). Plant-associated bacteria may be 

beneficial or harmful; they can live in the rhizosphere (zone of root and soil interaction) and/or 

phyllosphere (aerial part of the plant), and the endosphere (internal parts of the plants). Plant 

pathogenic bacteria are found as saprophytes in plant debris or in the soil, but mainly develop 

in the host plant as parasites, or on the plant surface as epiphytes (1). 

    Pathogenic bacterial species that cause serious diseases of plants throughout the world have 

increased from several genera (five) to almost 40 genera, belonging to three gram-negative 

bacterial families (Xanthomonadaceae, Pseudomonadaceae, and Enterobacteriaceae), and one 

gram-positive family (Corynebacteriaceae)  (17,18). There are more than 150 bacterial species, 

including over 10 species considered to be the most important bacterial plant pathogens 

because they cause high economic losses: Pseudomonas syringae pathovars; Ralstonia 

solanacearum, Agrobacterium tumefaciens; Xanthomonas oryzae pv. oryzae; Xanthomonas 

campestris pathovars, Xanthomonas axonopodis pathovars; Erwinia amylovora; Xylella 

fastidiosa , Dickeya (dadantii and solani); Pectobacterium carotovorum, and Pectobacterium 

atrosepticum (19). These species are the most scientifically/ economically important bacterial 

pathogens (20).  

 Economic importance of plant diseases 

       The emergence and introduction of new plant pathogens have been aided by different 

factors, such as open borders, food and goods trade, climate changes, multi-cropping, 

monoculture production systems, changing from traditional to high-intensity agriculture 

systems, excessive use of pesticides, and many others (15). The interaction of these factors has 

affected the natural plant-pathogen interaction, in turn disturbing the coevolutionary system by 

creating a unique condition that makes the bacterial population evolve and causes epidemics 

(21). Bacterial plant pathogens are a major problem worldwide for agriculture because they are 

difficult to control, and their impact on agriculture is huge. Meanwhile, the results of any 

bacterial attack on a crop will be more significant at the global level, but this is related to 

different factors, for example, local climate, cropping practices, the choice of crop and plant 

cultivar, plant species, even more, the characteristics of pathogens (pathovars, biovars, 
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sequence typing) (22). Many plant pathogenic bacteria are asymptomatic, and any simple 

change in one or some of the previous factors may lead to favorable conditions that help the 

emergence or re-emergence of plant pathogens (23). In 2002, the bleeding canker of the 

European horse chestnut disease caused by Pseudomonas syringae pv. aesculi was reported in 

England, Wales, Scotland, Netherlands, Belgium, France, and Germany. It affected hundreds 

of thousands of trees in these countries, resulting in severe damage to rural and urban landscape 

features (15). Pseudomonas syringae pathovars cause diseases of a wide host range, e.g. 

monocots, herbaceous dicots, and woody dicots, worldwide. For example, Pseudomonas 

syringae pv. actinidiae was present in Japan since 1984, but with a limited impact on the local 

production in Japan and China (24–27). However, in 2008 a new biovar spread worldwide 

starting in Italy, New Zealand, Chile, China and other countries (28,29) and caused severe 

losses in all major areas of kiwifruit cultivation (30). The emergence of the bacterium Xylella 

fastidiosa  subsp. pauca in Italy (Apulia region) in 2013 poses a great threat to Europe and the 

Mediterranean basin because of its host's number over 350 plant species, and vectors. The 

bacterium has also been detected in France and Spain (31). The disease was not reliant only on 

the bacterium but also on the interaction of plant, pathogen, and vectors and the effects of 

abiotic factors (32). The impact of Xylella fastidiosa  in Italy has caused not only economic 

losses, but also agricultural, environmental, political, and cultural damage (32). There is no real 

estimate of the financial cost, but it is estimated that there are approximately 25 million olive 

trees in the demarcated area, so that the loss to olive agriculture is substantial (Bosca personal 

communication). Another important species is Agrobacterium spp., which can attack more than 

500 plant species causing significant economic losses in the production of many plants 

worldwide. Most of these species affect fruit species: stone and pome fruits, nut trees and 

grapevine, as well as some perennial ornamentals (33). Precise estimation of losses in crops 

attacked by bacteria is difficult, because comparison of crop sizes in protected and non-

protected plantations is impossible.  

 Epidemiology of plant bacterial diseases 

A plant disease to become established in a new area, it needs three factors: a susceptible host, 

pathogen virulence, and suitable environmental conditions (humidity and temperature). Human 

activities can cause wounds or damage to the plant tissue, in addition, frost, hail, wind, and 

rain, all these factors can facilitate bacterial entrance (34). Epidemiology studies plant disease 

occurrence over space and time, with information related to the pathogen’s ability to survive 

(11). The bacterial disease process includes two important steps: invasion of plant tissue and 
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multiplication. Plant pathogenic bacteria may live as epiphytes and some as saprotrophs on a 

host plant, but they are unable to enter plant tissue directly. The process of infection starts with 

the attachment of bacteria to the plant surface followed by bacteria penetrating through the 

wounds or natural openings, such as hydathodes, stomata, and nectaroides then is the 

multiplication of the bacteria in the new environment; they multiply in the intercellular spaces 

from where they can spread into different plant tissue (35). The environmental conditions, 

especially humidity and temperature, can further develop or limit the pathogen, disease, and 

development of symptoms. Bacterial numbers can decrease rapidly when the infected tissue 

dies.  Moreover, many bacteria are unable to survive on dead plant debris, which in the end 

reduces the source of inoculum (36). 

    Bacteria may spread by one or multiple methods, which are based on bacterial location.  For 

example, bacteria may be transferred by infected plant materials or contaminated seed, others 

may be transferred by animals, insects, birds, mites or by human equipment (machinery and 

tools), and activities such as cultivation, grafting or pruning. They can also be spread by water, 

(rain, overhead irrigation) and wind (11,17). The most important method of bacterial 

dissemination involves vectors, as for OQDS caused by Xylella fastidiosa  and HLB caused by 

Candidatus Liberibacter asiaticus, both of which are transferred by insects. Bacteria may 

survive in insects, knots, plant debris, soil, water, or seeds. 

 Control measures  

      One of the main goals of growers is to earn an income from their crops by supplying the 

local or international markets to feed humans and animals. On the other hand, consumers seek 

safe and tasty products with an attractive appearance. In addition, they are also concerned about 

the conservation of the ecosystem and natural resources (1). These targets face the problem of 

plant disease, which disease control helps to solve and to achieve these aspects (37). The main 

methods of disease control are based on avoidance, exclusion, eradication, protection, 

developing plant resistance, and finally cure (38).  

       The best method of disease control is what is now known as Integrated Pest Management 

(IPM) and consists of various integrated activities. According to the Food and Agriculture 

Organization (FAO), IPM is defined as  ‘the careful consideration of all available pest control 

techniques and subsequent integration of appropriate measures that discourage the 

development of pest populations and keep pesticides and other interventions to levels that are 

economically justified and reduce or minimize risks to human health and the environment (39).  
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   Cultural, physical, chemical and biological control methods, resistant varieties, improved 

resistance, quarantine and inspection and the recent trend methods of integrated pest 

management should be used alone or together to support disease management and to reduce 

the pathogen population below an acceptable threshold (40). Combinations of control 

techniques aim to reduce the pathogen population to a harmless level and to reduce the use of 

pesticides, thereby reducing the cost of control.    

      All these methods have different degrees of success and their own limitations. Factors that 

interact with each other and on disease control include pathogen-host interaction, pathogen 

epidemiology, environmental factors, and the seasonal or physiological stages of both host and 

pathogen (1). The best approach is to use appropriate integrated methods to help control the 

disease. The next sections will discuss these methods in a general way.  

  Chemical methods 

      A plant disease caused by phytopathogenic bacteria can be difficult to control, especially 

if the bacterial pathogen has become established and diffused. The use of chemical compounds 

will be more effective as a preventive measure, or at an early stage in the bacterial infection, 

which in general can be used for soil treatment, control of insect vectors, and fumigation (41). 

Agriculture has long made use of copper-based compounds, such as Bordeaux mixture, cupric 

hydroxide, copper sulfate, ammoniacal copper and copper salts of fatty acids against bacteria 

as a foliar treatment to protect plants from bacterial diseases (42). 

        Due to their effectiveness, copper-based compounds are used widely to control or reduce 

pathogens and have been used successfully against many bacterial plant diseases, including 

olive knot, Tomato bacterial speck, the bacterial canker of apricot and cherry, canker of kiwi 

fruit (43). Copper mixed with fertilizer to control the bacterial disease has given good results 

(44–48). The over-use of copper compounds has, however, seriously damaged agricultural and 

natural ecosystems. In addition to the limitations of their use, the emergence of resistant strains 

has been detected in different bacterial species, and this could prevent control of the disease 

(49). 

      Phytotoxin accumulation in the soil due to repeated spraying has also been observed; in a 

study conducted in Italy, it was found that copper concentrations were high enough to represent 

a risk of toxicity  (50,51). 



 

1-8 

 

      Although of its importance, but the accumulation of copper in soil plays a toxic role in the 

plant and can contaminate the food chain, although this varies from plant to plant because some 

plant species can accumulate heavy metals in their tissue (52,53). Not only, copper is a soil 

toxin, but many bacteria have also developed a resistance to copper (52,54). 

In order to overcome copper resistance, farmers started to mix it with other 

Ethylenebisdithiocarbamate (EBDC) compounds such as maneb or mancozeb, but these 

compounds still have limited efficacy (55). In the treatment of endophyte pathogenic bacteria, 

copper is considered as toxic (51). 

         In the mid-ninetieth century, antibiotics were used extensively against bacterial plant 

pathogens. Four antibiotics are used in plant disease control (Streptomycin, Oxytetracycline, 

Gentamicin, and Oxolinic acid) to prevent different plant pathogens, such as Erwinia spp 

Pseudomonas spp., Xanthomonas campestris, Agrobacterium tumefaciens, mainly 

phytoplasmas. The main areas using these antibiotics are the USA, Mexico, New Zealand, and 

the Middle East, while some European countries, like Germany, Austria, and Switzerland, have 

allowed the use of antibiotics on an emergency basis, and under strictly limited conditions (56). 

         The main use of antibiotics and the widest application was against Erwinia amylovora, 

causal agents of fire blight (57). Extensive use of antibiotics has revealed the development of 

resistance in bacterial plant pathogens (58). The antibiotics remain one week on plant surfaces 

and their activity can quickly diminish. One problem for scientists is the possibility of 

transferring resistance genes from plant pathogenic bacteria into human and animal pathogenic 

bacteria, but most studies focus on transfer through the soil and deactivation of bacteria in the 

soil or on plant surfaces (59–62). The possibility still presents if the other bacterial transmission 

methods are considered and if the plant carries out some of this bacterial resistance to 

antibiotics. 

      Biological control methods  

    These methods appeared in reaction to copper and antibiotic resistance, and to the pollution 

due to the excessive use of pesticides, whose accumulation has negative impacts on 

ecosystems. Biological control methods were developed for entomology and then plant 

pathology. For plant pathogenic bacteria, the process is based on using microorganisms as 

antagonists or natural substances from plants or any other sources to suppress the pathogen or 

diseases (63). Biocontrol agents work through multiple beneficial characteristics such as 
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rhizosphere competence, antagonistic potential, and ability to produce antibiotics, lytic 

enzymes, and toxins (64). These antagonists are either direct or indirect; the mechanism of a 

direct antagonist is based on direct contact or a high degree of selectivity to the pathogen, 

whereas the activity of an indirect antagonist does not involve sensing or targeting a pathogen 

(8). 

          Bacteria are the main group of beneficial microorganisms. These beneficial bacteria 

produce different kinds of metabolites, e.g. secretion of siderophores and enzymes, production 

of growth regulators and antibiotics, and induction of systemic resistance (65). 

       Bacterial species used to control and suppress plant disease include Bacillus spp. 

Pseudomonas spp., Agrobacterium spp., and some fungus have also been used, such as 

Trichoderma spp.  (66).  

        Many studies have reported the use of bacterial species or their products against bacterial 

plant pathogens directly like competition (67,68). Inducing systemic acquired resistance (SAR) 

in the plant (69–75).  Several applications have been approved for controlling bacterial plant 

pathogens of tomato, pepper, onion and fire blight (76).       

      Bacteriophages can also be used for biological control in bacterial diseases, in combination 

with other control methods under the umbrella of IPM strategies. Phages have been used in 

wide applications against different human, animal and plant pathogens. Many studies have 

reported the use of phages against plant disease (77–81). 

       Breeding programs have also been widely used in agriculture, involving the enhancement 

of plant resistance to disease. The mechanisms used include reengineering plants to produce 

antibacterial proteins of non-plant origin, inhibiting bacterial pathogenicity or virulence 

factors, enhancing natural plant defenses, and artificially inducing programmed cell death at 

the site of infection (82–87). 

Different applications on various bacterial plant diseases have been applied to breeding 

programs(82). The use of certified plant material is an important method to control plant 

disease and aims to provide planting material free of phytopathogenic bacteria (39,83–88). 

Different programs have been used for certified plant material to control plant disease (89).  
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      Physical methods are also widely used against plant pathogens, aiming to deactivate or 

eradicate the pathogen from seeds. These treatments include the use of hot water, hot air, steam, 

aerated steam, moist hot air, and solar heat, while other methods for the treatment of soil-borne 

pathogens are less used on bacterial pathogens, such as soil solarization, and hot air sterilization 

(41,90).   

    Cultural methods such as host eradication, crop rotation, sanitation by creating unfavorable 

conditions, plastic traps and mulches have been applied for the control of plant bacterial 

diseases, with the aim of eradicating and/or reducing pathogen inoculum (91). Most of the 

above-mentioned methods have their positive and negative impacts cooper-antibiotic creates 

resistance in bacteria (92). The use of SAR also has a negative impact on the plant (50,93–95). 

          Development of strains that overcome the resistance genes were also noticed in some 

breeding programs (96). One of the most important methods in controlling the disease is 

monitoring and early detection of pathogens, which can help greatly in the reduction of disease 

spread and the preparation of a rapid management plan (97,98). The concept of IPM appears a 

necessity in order to reduce the use of chemicals and to control plant pathogens effectively 

(99). In addition to economic aspects (100). 

          Detection and identification are critical steps for the suitable application of phytosanitary 

measures (101). The precise estimation of disease occurrence and severity, or disease effects, 

in addition, to forecasting temporal and spatial disease spread in specific growing regions are 

important to set up the control measures. Different methods are used to diagnose and detect 

disease, including visual plant disease estimation and microscopic evaluation of morphological 

features to identify pathogens, as well as molecular, serological, and microbiological diagnostic 

techniques (102). Detection methods will be discussed below.  

 Population genetic analysis   

       The demand for food has been increased over the last century and this will continue due 

to the rising of human population. Indicators suggest that an additional 70% of food production 

is required for the next fifty years. The food supply chain or the decrease in agricultural 

productivity is facing many challenges, an important one of which is plant disease (103). The 

movement of goods around the world and open borders have facilitated the diffusion of plant 

diseases through the movement of pathogens into new areas. Furthermore, climate change has 

helped the emergence or re-emergence of new pathogens which negatively affect food 
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production (104). Many control methods have been used in order to set up disease management 

plans and face food shortages, including plant breeding (resistance variety) programs. 

However, these resistant varieties have faced failure due to the emergence of new variant 

strains that overcome these resistance genes. These strains have developed resistance to 

pesticides or antibiotics (105). It is very important to understand how a pathogen emerges and 

adapts to the environment. Population genetic analysis could be the best tool to understand the 

previous two concepts (106). Knowledge of population genetics has been increased by 

coalescent theory, computational methods, and molecular biology, which have opened up the 

genomic era (107).  

      Several advantages are obtained from the population genetic analysis. for example, it can 

helps to identify the source of infection of the plant pathogen and to determine if the pathogen 

has been introduced or has emerged locally (108). It also reveals the genetic patterns and 

evolutionary process (109), and another advantage, it helps in understanding the biologically 

relevant genetic variation within individuals and the effect of evolutionary forces and their 

contributions within and among the population through space and time (110). Population 

genetics aims to explain how genetic variation is maintained within and among the population 

over space and time (111). The information retrieved from these studies will help the creation 

of plant disease management strategies, through the understanding of disease epidemiology, 

ecology, biology and evolution (106,112). 

    The first step in the analysis of population genetics is to understand the population’s genetic 

structure: how they form, how they vary and differences among the strains or populations using 

molecular markers (113). The population consists of a group of individuals of the same species 

living in a given area, interacting with each other and impacted by natural selection and 

evolution (113). The population is considered as the smallest unit of evolution (114). The 

discussion here will be limited to bacteria. Bacteria live in community as a population, they 

vary in their phenotypic and genotypic traits, and the study of population genetics of this 

organism can provide insight about the origin and dispersal of the bacterial pathogens (115). 

Population structure studies aim to understand how the pathogen evolved and the forces driving 

evolution, and apply this knowledge to achieve sustainable plant disease management (116). 

 Genetic variation  

      New developments in genomics allow discovery of the genome components. Whole-

genome sequences (WGS) and comparative analysis of bacterial genomes have revealed two 
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types of genes within the genome: the core and flexible genomes (117,118). These findings 

have revealed more about genetic variation among bacterial species that seem homogeneous 

but are heterogeneous at the cell and genetic levels. In addition, these findings have helped 

plant breeders to develop resistant cultivars (119,120). 

         The natural changes in the genetic information of a population or species are known as 

genetic variation. These variations help individuals whose genes give rise to new characteristics 

that are best adapted to the environment and will be the fittest to survive, reproduce and transfer 

these variations to the next generations, in a process known as evolution (121). Genetic 

variation occurs due to the interaction of different evolutionary forces, including mutations, 

horizontal gene transfer or gene flow, random genetic drift , natural selection and other 

environmental and human activities (122). 

      When bacteria reproduce by binary fission, all individuals within a species are identical 

“clones” because they originate from a single parent (wild-type) (123). Bacteria must ensure 

the transfer and maintenance of the genetic information with the correct sequence to their 

offspring. Different mechanisms are involved in the organization of this process (2). One 

mechanism that leads to the emergence of new descents through vertical gene transfer is de 

novo mutation and the accumulation of mutations over generations (124). 
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FIGURE 2: Circumstances involved in the generation and maintenance of the genetic variation of the pathogen 

population. green, brown and blue indicate a positive, negative and variable (positive or negative) impact on the 

evolution of genetic variation, retrieved from (116). 

A bacterial species with greater genetic variation has greater adaptability to changing 

environments (38). A great variety is observed with bacterial genomes, and these variations are 

due to the acquisition and loss of functional accessory genes by the interaction of the 

evolutionary forces (125). Lower genetic variability among the population decreases the fitness 

and adaptability of the population, while greater genetic variability helps the population to be 

more adaptable, and can help pathogens to evolve more rapidly to challenge different 

circumstances, including control measures (126). For example, when a new variant of the same 

pathogen appears and overcomes a resistant cultivar in one region, it then starts to spread to 

new regions or areas. The development of virulence genes that overcome resistance via 

mutation or other mechanisms in the local bacterial population is evolution and causes genetic 

variation (38). The new virulence strain can move into other local areas or countries as a result 

of natural and/or human causes that spread disease. This concept also applies to the use of 

chemicals or antibiotics, to which pathogens can develop resistance due to evolution (127,128). 

 Evolution  

 Population genetics answers the questions about what drives genetic variety and how it is 

maintained over time and explains the reasons for heterogeneity in bacteria (113). This is 

because population genetics studies the genetic structure (frequencies of alleles and genotypes) 

within and among the population to understand how evolution forces occur and act on 

populations (114).  There is no clear picture of the essence of evolution because of the ongoing 

dispute regarding as to whether the concept of evolution is microevolution or macroevolution, 
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and as to which one leads to the evolution of species (129). As a definition, evolution means 

changes in the inherited characteristics of a population over time, as over a long time (thousands 

of years) which leads to the development of new species, and over a short time (days weeks, 

months, years) which leads to the development of new variants through interactions of different 

processes, in order to adapt and to be more suited to the environment (130). 

The processes of evolution are mutations, recombination and horizontal gene transfer, genetic 

drift and natural selection; all these processes have interacted alone or with each other and led 

to evolution (131). 

       Macroevolution is the production of a new species from previously existing species and 

involves morphological innovations and ecological transitions (132). The term refers to the 

development of new species, genera, family or clades or their extinction through the long-term 

process under wide environmental changes (133). It focuses on phenotypic evolutionary trends 

over geological time. The mechanisms that lead to macroevolutionary transitions are an 

unsolved issue (134). 

        There are two schools that deal with these concepts. The first Raia et al., 2015 holds that 

micro-macro evolution has the same process to develop above and within-species level (135). 

The other school (136) basically explains that the process which produces macroevolution is 

different from the process of microevolution and that microevolution is not sufficient to 

produce macroevolution. Richard, 1940 has set three mechanisms involved in the development 

of new species; generation and sorting of variation in addition to natural selection. For bacteria 

the same ongoing argument regards the mechanisms responsible for microevolution or 

macroevolution (137); some authors (138) defend the idea that microevolution is responsible 

for macroevolution via a long-time process, while others (139,140) disagree, stating that 

macroevolution cannot be based on the processes of microevolution. (141,142) reported that 

qualitative change resulted in macroevolution through a long-term process. It is suggested that 

horizontal gene transfer among taxa higher than the species level could occur and lead to 

macroevolution (133). To sum up, there is a gap in understanding of the mechanisms of 

macroevolution, and it seems that the difference concerns only the time periods involved in the 

two processes (142).  

         It is not my intention to discuss the mechanisms involved in the process of 

macroevolution for two reasons; firstly, my topic focuses on microevolution, and secondly, the 
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topic has been discussed by other authors in the past (143). Three approaches have described 

the evolution of bacteria: age Inferred by association with ecological events, age inferred from 

eukaryotic molecular clocks and age inferred from the host fossil record (136,137,151–

154,139,144–150). The long-time period required by macroevolution makes it impossible to 

study its mechanisms in the laboratory, which leaves a big gap in understanding of this system 

(155).  

          Microevolution is the process involving changes in the gene pool that occur during a 

short period of time, i.e. days, weeks or months even years. These changes, which occur in the 

accessory genes, can lead to fast phenotypic changes and new bacterial variants; the final 

consequences of these processes are the development of epidemic diseases (133). 

Microevolution in bacteria is responsible for the rapid emergence of variants (132,156,157). 

Whole-genome sequences (WGS) and comparative analysis of bacterial genomes have 

revealed two types of genes within the genome: the core and flexible genomes (140,158–161). 

The core genes are essential for the survival of the organism, whereas flexible genes consist of 

genes responsible for adaptation to specific niches, hosts, or environments. Core genes are 

evolved in mutation and natural selection but rarely in horizontal gene transfer and are 

considered as the raw material for evolution, while the flexible genome evolves largely through 

horizontal genetic exchange. Flexible genomes have an important role from the biological point 

of view; they are involved in pathogenicity, virulence features such as adhesins, capsules or 

toxins, and developing resistance to chemicals or antibiotics (118,162). Genes responsible for 

these factors normally lie within the flexible gene pool or plasmids of the bacterial genome. 

This can offer advantages under particular conditions due to human activity and environmental 

conditions, whereas the evolutionary forces take advantage and play their role mainly on these 

groups of genes (163–165). 

         The major driving forces for novel genetic variants in bacteria are mutations, horizontal 

gene transfer and recombination, genetic drift and natural selection. These mechanisms 

continually help bacteria to rapidly generate a new variants  (118,166). Horizontal gene transfer 

of genes lost by mutation is thought to be the primary mechanisms of prokaryotic adaptation 

leading to speciation. Since a very great number of DNA sequences between 10 and 100 

kilobases (kb) in length are present in the genome termed genomic islands, a huge number of 

genes in the genomic islands are present too. These genes may be transferred and recombined 

all together in a new bacterial genome, which may lead to changes in the genome functions and 
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evolution in important leaps (140).  In the study conducted by (118,167) on Salmonella 

enterica, the result showed that a significant amount of the DNA segment is from distantly 

related species which indicates lateral gene transfer involvement in evolution. All of the 

evolutionary forces will be discussed below. 

       

 

FIGURE 3: Mode of the DNA pools in the genomes of prokaryotes, retrieved from (168). 

 

 Evolutionary forces  

 Mutation  

      This is the primary source for genetic variation and raw material of evolution (118). A 

mutation is a change occurring in DNA nucleotide sequences structures that are transmitted 

from parent to offspring (169,170). There are three types of mutation based on their effect on 

genomes: the first type of mutation can increase the fitness of the host, the second can decrease 

its fitness (harmful), and the third has no effect on its fitness. Mutations can result from 

substitution, deletion, insertion, inversion, reciprocal translocation and chromosomal 
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rearrangements of DNA sequences (171). A small portion of mutation has a beneficial 

advantageous effect, while the majority has a deleterious effect (172). Point mutation and DNA 

rearrangements (inversions, duplications, insertions, deletions, or transposition of large 

sequences of DNA from one location of a bacterial chromosome or plasmid to another can 

occur during DNA replications, and could on an evolutionary time-scale lead to a modification 

in the genetic map (173). Mutation rates vary among bacterial genomes between species, or 

within the strains of the same species, and haploid pathogens differ from diploid pathogens in 

the change of the mutation numbers (171,174). Mutation of a single nucleotide could cause the 

protein to lose or change its function to a new function (175). 

     These mutations can lead to the loss of genetic functions or entire genes, or add a new 

function in the case of duplication, for example (176).  Mutation alone cannot have a great 

effect on the evolutionary process unless it is combined with other mechanisms. When a 

mutation occurs, natural selection decides whether to keep or eliminate this mutation from the 

population (170,177).  

     Most mutations are harmful to the bacteria, while others can provide advantages under the 

right conditions and based on natural selection (178). Mutation rate variability effects 

evolutionary adaptation. In a study Lopreato, 2001 on E. coli, it was found that evolutionary 

adaptation accelerated when the mutation rate increased (179). 

     A point mutation can be generated by slipped strands mispairing, which positively or 

negatively affects gene expression; one of its advantages is a contribution to the development 

of bacterial resistance to antibiotics (180). The modification of structural and regulatory genes 

in bacterial species that are opportunistic or non-primary pathogens have the ability to modify 

or knock out the encoded proteins and influence their function (pathoadaptive mutagenesis) 

during pathogenesis (140). A pathoadaptive mutation is another microevolutionary concept, 

which enables some bacteria to be pathogenic without modification or loss of pre-existing 

genes that had been adapted for life as a commensal organism (181). Deletion is another 

microevolutionary process within mutation, in which bacteria can adapt to the environment 

through the manipulation of large DNA sequences (181). The role of mutation in plant 

pathogenic bacteria has been clarified and confirmed in different studies (162,182), etc. Within 

the concept of mutation, a very important DNA motif called tandem repeats (TRs) plays an 

important role in the evolution of bacteria. These motifs developed due to DNA replication 
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slippage and their mutation rates are higher compared to point mutations (183–187). This 

aspect will be discussed later on this chapter.  

 Horizontal gene transfer (HGT), gene flow  

HGT is the movement and incorporation of genetic material between closely related organisms 

or distantly related organisms (188). This process can either moderate or deepen genetic 

variability among subpopulations or strains in the case of bacteria inhabiting the same 

environment (189–191). This mechanism is considered the most important mechanism in 

bacterial evolution (187). Horizontal gene transfer among and within bacterial populations 

occurs via the release of naked DNA from the community (eukaryotic, prokaryotic) followed 

by uptake and recombination by the bacteria (192). Three different mechanisms are responsible 

for HGT: natural transformation, transduction, and conjugation. In order to accomplish the 

transfer of DNA sequences, mobile genetic elements such as plasmids, bacteriophages, 

transposons, and integrons are responsible for the transfer of DNA among bacterial 

populations(193). Many factors could limit HGT such as the establishment, expression, and 

temporospatial functions of the agents affecting DNA movement: plasmids, bacteriophages, 

and transposons (194,195).  

    HGT plays a major role in the evolution of most prokaryotes, alongside other mechanisms. 

It is responsible for resistance genes, gene clusters encoding biodegradative pathways and 

pathogenicity determinants, and is responsible for speciation and sub-speciation in bacteria 

(194). In addition to genome size, other factors like growth temperature, oxygen utilization, 

and pathogenicity may affect HGT (196–199). One study revealed that HGT is the driving 

force responsible for much of the genetic variation among prokaryotic microbes (191). HGT 

and recombination have formed the diversity of the bacterial population and the variation of 

their lineages. While HGT has introduced novel DNA distinct bacterial genome, the latter 

mediates the exchange of DNA among the individuals of the same species (200). The HGT 

mechanism depends on the recombination and incorporation of genes and genetic elements 

from strains of bacterial species and eukaryotic species (189,201). In HGT recombination, the 

bacteria achieved recombination through the same processes; in transformation, bacteria can 

acquire DNA from the neighbouring environment, which causes bacterial DNA modification; 

in conjunction, bacteria transfer DNA sequences by direct contact, and in transduction, the 

involvement of a bacteriophage is required for the bacteria to be able to exchange DNA.  These 

three processes help to achieve HGT (189,193). A study conducted recently showed the 
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involvement of HGT in a wide range of antibiotic resistance in bacteria (Zhan, 2016). It was 

found that different numbers of genes were shared between archaea and the bacteria that live 

in similar ecological conditions, due to HGT (196,197,199). Different There are several 

advantages derived from recombination: it can achieve purging deleterious mutations, the new 

combination (multilocus genotypes) helps the population to adapt, and it reduces or eliminates 

linkage disequilibrium (191). Additionally, it increases the diversity of bacterial clonality, 

and/because recombination work to homogenize the species gene pool(202). Recombination 

could disturb HGT, especially on the gene on plasmids. It can substitute for the acquisition of 

adaptations from both close and distant species (203). Different plant pathogenic bacteria have 

witnessed HGT and recombinant (198).  

        Gene flow or gene migration refers to the transfer of genetic variation from one 

geographic population to another population, which could happen between two populations of 

the same species or between two different species through horizontal gene transfer (204–207). 

Gene flow plays two important roles in evolution: the first is to increase the range of a species, 

and the second is to limit the genetic divergence of populations that would occur by random 

genetic (208). 

 Genetic drift  

       This is the process in which there is a probability that newly generated mutants can survive 

and exist in the population. In other words, the mutants occurring in a large population, which 

are constant and usually quite low, are able to remain and persist, which then leads to more 

genetic variability than in a small population  (209). 

  The random change in alleles frequency in a population occurs by mutants/mutations (genetic 

sampling error) over a short period of time. It is more effective in small populations  (210). 

The influence of genetic drift is limited by the number of individuals that survive to be able to 

transmit the modified genes to their offspring, and also by the size of the population: drift 

occurs faster in small populations. At the same time, the effect of genetic drift will decline over 

time with an increasing population  (211). Genetic drift may lead to a reduction in genetic 

variation (due to the disappearance of the gene variants), and to genetic differentiation among 

populations (209,212). Immigration, emigration, founder effects, and population bottlenecks 

are responsible for genetic drift. A population bottleneck occurs when the size of the population 

decreases sharply due to external factors, and the alleles fluctuation is varied. The founder 

effect is a type of population bottleneck and occurs when a few individuals migrate out of the 
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population to establish a new subpopulation (126). The replacement rate of a gene is constant 

between mutation and genetic drift. When a new allelic variation is created by a mutation in 

DNA, the genetic drift works slowly to remove it in order to create a stable state (208). Allele 

frequencies can be changed due to mutation, recombination and genetic drift (213). Genetic 

drift plays a crucial role in forming the genetic structure of a pathogen in a local population 

due to the environmental condition surrounding the pathogen. Control measures can reduce the 

rate of evolution by decreasing the effective population size (212). 

Genetic drifts affect bacterial genomes through the fixation of harmful mutations (113). It 

promotes genome reduction in bacteria. and education of bacterial genome size is a 

consequence of genetic drift coupled with a mutational bias toward deletions (126). Genetic 

drift segregates a bacterial gene pool into well-defined regions, and reduce the genetic diversity 

in bacteria (214). It has played an important role in the diversification of bacteria such as 

Pyrococcus, Mycobacterium tuberculosis (215).  

        Natural selection  

     Natural selection is a model of how evolution works or what makes the organisms adapt to 

their environment. It plays an important role in genetic variations, and it also shapes the 

phenotypic, biological, and behavioral adaptations of bacteria across generations (216,217). 

     This concept was described by Darwin, an English naturalist, with the famous phrase 

“descents with modifications” or survival of the fittest (fitness means the organisms possessing 

the best characteristics for that particular environment will survive (218).  This scientific theory 

explains the process that causes a change in the characteristics of organisms over time to be 

more suited to their environment reproduce and disperse, which could lead in turn after a long 

time period to the evolution of a new species (209,219,220). The interaction between natural 

selection and evolutionary forces can result in evolution (221). 

       Natural selection results from several interacting steps; under certain pressure conditions 

the presence of variation among descendants appears due to evolutionary processes, such as 

mutation or HGT, the number of individuals who carry the variations traits should be pass to 

the offspring through vertical gene transfer, the reproduction of the variants varies among 

strains, the successful variations accumulate during time and disperse to the survival progeny 

that can continue and reproduce under that certain conditions the parents escape through which 

in turn give the best fit for the environment (122).  Natural selection explains the predictability 
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of one genotype to be fit for the pressure of the environment; it sometimes leads to the origin 

of new species, besides the evolution of the species by adapting to their environment (209). 

When newly-generated genotypes have harmful fitness effects, natural selection will work to 

eliminate them from the population, but if the generated genotype is neutral, there will be no 

effect on the fate of these variants (222). These mechanisms have an impact on the population 

which can lead a single population to be divided into two subpopulations, different from each 

other intolerance to the environmental conditions, pathogenicity, resistance to chemicals, 

invasion, etc., but this new subpopulation can share a common core genome (223).  An example 

of natural selection on bacteria is resistant to antibiotics and pesticides. When the harmful 

bacteria are exposed to antibiotics a resistant bacterium can survive for multiple reasons like 

incomplete dosage or mutations. The surviving bacteria can reproduce and increase over time 

by natural selection, which is the strongest evidence of Darwin (224). According to natural 

selection, bacteria can suffer from resistance cost; when bacteria developed resistance in the 

case of extreme use of antibiotics, this resistance will be eliminated when the use of antibiotic 

stops (222,225). During the last decade, many studies have shown that bacterial resistance to 

antibiotics does not belong to the mutation & natural selection mechanisms, but it belongs to 

different means; for example, it comes from the selection of an existing genetic trait, from gene 

transfer, or genetic loss due to mutation (226). Natural selection is involved in the limitation of 

neutral genetic diversity across many species (227–229). According to (218), molecular 

variability among species is caused by random drift of mutant genes, and not by Darwinian 

selection. A new phenotype will be subject to natural selection forces, which will decide if the 

new phenotype stays or is discarded from the genome (122). The natural selection theory 

cannot completely explain the fact of evolution  (132). 

         In conclusion, the above-mentioned processes play an important role in evolution. 

Mutation, recombination and horizontal gene transfer can increase genetic variability by adding 

or losing new DNA sequences. While genetic drift decreases genetic variation, natural selection 

plays an important role by increasing or decreasing the genetic variation based on the generated 

variation (230). The emergence of plant disease especially bacteria results from DNA 

modifications due to the evolutionary process. In any case, these processes are vulnerable to 

environmental conditions, which can shape the rearrangement of the earlier pathogenicity 

determinant or the new ones (113). Understanding how genetic variation is maintained within 

and among the population over space and time will help the establishment of sustainable plant 

disease control (187).  Molecular markers can solve the problem. Molecular markers need to 
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be chosen appropriately to be cheap, fast, reasonably polymorphic, reproducible, and provide 

insights at the right evolutionary scale  (106). The following pages will discuss this concept. 

 Genotyping and Molecular methods  

     Plant disease management strategies are based on crucial steps. One of these steps is 

understanding the ecology and biology of plant pathogens (105), the other essential step in 

setting up active control measures is surveillance (monitoring and early detection) of the 

disease and its causal agents (99). The ability to quickly and reliably differentiate among related 

bacterial isolates is essential for epidemiological surveillance (Sankaran et al., 2010). These 

methods and the estimations of their strength are based on a knowledge of the genetic and 

phenotypic diversity of plant pathogens (231).  

      Bacterial pathogens have evolved from a small number of species that have differences in 

their phenotypic and genotypic traits. These species are relatively close and able to cause 

disease in different host plants (232). These species have caused disease due to the emergence 

of new variants as a result of evolution or are newly discovered pathogens  (233). Evolutionary 

forces have helped these species to adapt and resist the environmental conditions, which in turn 

allowed the pathogen to evolve and re-emerge, causing severe diseases (234). These species 

are comprised of strains from one lineage with typical features, and they are similar to each 

other, or differ in some of their genotypic and/or phenotypic traits (235). Moreover, a group of 

strains based on special features can form one of the following groups: biovars, serovars, 

phagovars, and pathovars (236). The results of the driving evolutionary forces are genetic 

diversity among bacterial strains or populations (237).  

       Genotyping methods can help to understand the genetic diversity in the population 

structure of a pathogen. Molecular markers need to be chosen appropriately to be cheap, fast, 

reasonably polymorphic, reproducible, and provide insights at the right evolutionary scale 

(233). Understanding the recent divergence in bacterial pathogen requires markers with high 

mutation rates, such as tandem repeats (105). The other loci in mitochondrial, nuclear, that 

have slow mutation rates can provide a more distant evolutionary history (238–240). 

         Different methods have been used in the past: morphological, biochemical, nutritional, 

and immune tests were used to differentiate among strains, and this has led to the species 

concept (110,241,242). There are a number of practical limitations that make the previous 

methods unsuitable for bacterial population structure studies and dynamics also for scientific 
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purpose is less determined, but very critical (243). These methods have several drawbacks: 

they are usually labor-intensive and time-consuming and provide false-positive and false-

negative results; they are prone to errors, and unable to distinguish among closely related 

strains or track their origin; it is difficult to compare the behavior of different pathogens, and 

they are highly variable or unstable (244). For these reasons, researchers have worked hard to 

find easier alternative methods. Methods can easily apply, require less time and labor and are 

even less expensive. The golden era of detection and identification or differentiation among 

strains starts with a nucleic acid-based technique. The first DNA based method used among 

Ps. syringae strains was a DNA-DNA hybridization method (245–247). Subsequently, it 

became necessary to identify a dependable method that can accurately discriminate between 

strains (248). Molecular typing methods are fast and powerful tools that enable us to 

differentiate closely related strains (249).  

       Genotyping or discrimination among closely related strains based on their genetic bases is 

very important for plant pathogen detection, the study of population genetic structure (250), 

evolutionary history and host specificity (251), epidemiology studies (outbreak investigation, 

causal agents, transmission, and surveillance) (250), and taxonomy structure (223). This 

information will aid substantially in setting up plant disease management (233). Genotyping 

started with random PCR amplification-based methods. The identified genetic profile of each 

strain is different, based on the method which gives a specific result as a fingerprint (252).  

         Many methods have been applied in the past twenty-five years for genotyping of human, 

animal, and plant pathogenic bacteria. These methods are applied in order to quickly and 

accurately discriminate the related strains and/or understand the source of infection and how 

do they spread (253).  Van Belkum, 1999 has identified three classes of bacterial genotyping 

methods: DNA banding pattern-based genotyping methods show that strains differ in their 

yield size of DNA bands by amplification of genomic DNA using restriction enzymes 

(REs)(254). DNA sequencing-based genotyping methods are based on the differences between 

the obtained DNA sequences after PCR amplification. Finally, DNA hybridization-based 

methods discriminate bacterial strains by analyzing the hybridization of their DNA to probes 

of known sequences. In other words, these methods are either based on restriction enzymes 

analysis of the total genome or depend on DNA segments amplified by PCR (253). 

         The most common and widely applied methods in plant pathogenic bacteria are pulsed-

field gel electrophoresis (PFGE) and ribotyping, Repetitive sequence-based PCR (Rep-PCR) 
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(255). Random amplification of polymorphic DNA (RAPD) (256), restriction fragment length 

polymorphism PCR-(RFLP) (257), Amplified Fragment Length Polymorphism (AFLP) (258), 

Multilocus sequence typing (MLST) (259), SNPs-based genotyping (260), and Whole Genome 

Sequence (WGS) (261). Due to our studies of the three diseases (Olive knot, Olive Quick 

Decline Syndrome, and Canker of Kiwi) the disease caused by Pseudomonas savastanoi, 

Xylella fastidiosa  and Pseudomonas syringae pv. actindiae the methods used with the three 

diseases will be discussed below. 

          Methods applied to genotyping and population studies of Pseudomonas savastanoi 

include SDS-PAGE (262,263), restriction fragment length polymorphism (RFLP) (264), 

(ERIC, BOX, and REP) (265), fluorescent amplified fragment length polymorphism (f-AFLP) 

analysis (266,267), Random amplification of polymorphic DNA (RAPD) (268), High-

Resolution Melting Analysis (HRMA) (269), rep-PCR and MLST (270).  

          While the methods used for the differentiation and genotyping of Pseudomonas syringae 

pv. actindiae are rep-PCR, IS50-PCR and RAPD, from a wide collection of Italian, Korean 

and Japanese strains (271), Genome sequencing and SNP analysis (272), Comparative genomic 

analyses (273), Multilocus sequence analysis (MLSA) of housekeeping, type III effector and 

phytotoxin genes were also used for differentiation (274,275).  

        Lastly, methods used to genotype and differentiate X. fastidiosa are (RFLP)(276), 

Random amplification of polymorphic DNA (RAPD) , combination of different methods such 

(RFLP), (RAPD), ERIC and REP(277), PCRs were used in later years (278), Short Sequence 

repeats (SSR) applying a variable number of tandem repeats analysis (VNTR)  (279,280), 

MLST/MLSA Multilocus sequence typing analysis (251,281–283), Combination of SNPs and 

SSR marker methods (284–286), and whole-genome analysis (287). 

       These methods have been described intensively and applied to different human, animal, 

environmental bacterial pathogens in addition to plant pathogenic bacteria. Each method has 

its own positive and negative aspects. For example, methods based on restriction enzymes, 

such as PCR-(RFLP), and (PFGE) are time-consuming and labor-intensive, show lower 

resolution than DNA- DAN hybridization among related strains, and require a large amount of 

genomic DNA. The results of these methods cannot be exchanged among laboratories (288–

290).  AFLP also requires a large amount of high-quality genomic DNA and it shows limited 

genetic diversity (258,291). RAPD methods have shown low reproducibility and sensitivity to 
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other factors involved in PCR procedures (292). MLST is the most widely applied method; 

despite its accuracy, reproducibility, and portability, MLST has faced some challenges in its 

results for monomorphic bacteria, where it shows low resolution for this type of pathogen due 

to the low sequence diversity in these genes. Therefore, it fails to resolve the evolutionary 

pattern of plant pathogenic bacteria, since many bacterial pathogens are monomorphic (293). 

Whole-genome sequencing (WGS) and SNPs methods have provided more details about 

genome properties but are expensive and still require advances in next-generation sequencing 

technologies, or knowledge in computational biology and facing infrastructural constraints 

(294). As it appears from this literature, the methods vary in their reproducibility, accuracy, 

applicability, and technical problems. They can be expensive, time-consuming and laborious, 

and not comparable across the laboratories which are different from what it is needed.  

      In order to provide and compare three different diseases with three different times of 

emergence, one as endemic (Olive knot) and two as epidemic (Canker of Kiwifruit and olive 

quick decline syndrome), the molecular marker should be carefully chosen, and the method 

should be independent, reasonably polymorphic, reproducible, less expensive, less laborious, 

portable and easy to compare across laboratories. It should also provide an accurate 

evolutionary scale (295,296). Short tandem repeats (DNA motifs) that have high mutation rates 

(103-109) can provide understandings into recent divergence (105,113). Within bacterial 

populations, a promising tool is Multiple Locus Variable Number of Tandem Repeats (MLVA) 

which benefits from sequencing technology and computer analysis. The method was developed 

for Haemophilus influenzae strains and bacterial human pathogens (238–240) and will be 

discussed next.       

    In the past, different methods have been used to detect and identify the plant pathogens, such 

as cultural, biochemical, physiological and immunological assays. While the identification of 

the pathogens was based on specific morphological features, biochemical and immune tests led 

to the identification and assignment of the pathogens to the species level (297–299). The 

polymerase chain reaction (PCR) has replaced a wide range of traditional methods and become 

the cornerstone for bacterial detection and identification. In addition to the normal PCR, 

advanced PCR methods have been invented and have been used widely for detecting plant 

pathogens. These methods include reverse-transcription PCR (RT-PCR), Multiplex PCR, Real-

time PCR, Co-operational polymerase chain reaction (Co-PCR), and nested-PCR.  Many 
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reviews have been carried out for these methods and other Nucleic acid-based methods (300–

302). 

  Multiple Locus Variable-number Tandem Repeat Analysis (MLVA) 

The whole-genome sequences analysis era and the development of computer science and 

software have made it possible to discover repetitive DNA sequences (104,300,303–307). 

These DNA repetitive sequences were found distributed throughout the eukaryotic and 

prokaryotic genomes (308). TRs have different locations within the genome, in intergenic 

regions, coding regions or pseudogenes (309). 

        These repeats were first discovered in eukaryotes in 1960 (310). In addition to their 

presence in multiple copies, they have differences in other features such as size, location, 

complexity, and repeat style (311). Different criteria were used to classify these repetitive DNA 

sequences, such as their functional role, degree of repetitiveness, and how they group together 

(312). TRs are classified based on their organization on the genome into two types. There are 

interspersed repeats, in which these repeat units are scattered in the genome in a random way 

(313). Interspersed repeats are transposable elements which include the transposable elements, 

short interspersed elements retrogenes, and retropseudogenes, and the differences in genome 

size are generated by this type of repeats (314). Then there are Tandem Repeats (TRs), where 

the repetitive sequences are aligned in an array one after one, and these include gene families, 

microsatellite, minisatellite, satellite DNAs and mixes of both repeats, such as segmental 

duplications (SDs) and duplicated DNA fragments (315). Tandem repeats (TRs) or satellite 

DNA are DNA sequences repeated in sequences from head to tell manner and with a different 

number of repeats in each locus of each individual (2,313). DNA sequences (short nucleotides) 

that form a unit, and these units are repeated in array several times in the locus within the 

genome. These sequences are divided into three types based on the size of the repeated unit are 

divided into three types: microsatellites, mini-satellites, and macro-satellites or mega-satellites. 

It is not clear whether microsatellites are from 1-6 Base pairs (bp) or from 1-9bp, as different 

studies have identified microsatellites from the size of the repeated unit from 1bp to 6bp 

nucleotide long, and also called them Short TRs, microsatellites, simple sequence repeats 

(SSRs) (316).  Other studies have identified the microsatellite from 1-9bp for each unit size. 

For minisatellites, the size of the unit is from ten nucleotides and until to 100bp (317,318). The 

macro-satellite or mega-satellite contains more than 100bp per unit (312,315,319,320). 

Furthermore, TRs can be placed in two categories degenerated and identical TRs. Degenerated 
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TRs only in which one nucleotide difference in the unit that arising from point mutation. On 

the other hand, in identical TRs the nucleotides match each other in all of the units(321,322). 

 

FIGURE 4: Tandem repeats classifications and types 

 

Among these microsatellites, or simple sequence repeats (STRs) are considered of most 

important for their abundance comparing to minisatellite, in addition, the numbers of repeats 

within specific STRs tend to be highly variable, their easiness to be analyzed by PCR 

(308,322). Weber and Wong have found out the variability among these TRs in human 

genomes and identify the possibility of using these TRs as a genetic marker (323).  Because of 

their high variability, they are also referred to as a variable number of tandem repeats (VNTRs) 

(324). One of the main characteristics of these tandem repeats are the instability, they mutate 

in very high-speed 10-2- 10-7 higher than regular mutation rates (point mutation) (297,319). The 

mutations are happened mainly due to (deletion, addition) in the repeat units, while the 

mutation within the repeat units is rare (311). In general, there are three mechanisms that 

explained TRs mutation in eukaryotes: recombination, Retro-transposition mechanism, Strand-

slippage replication (315), other studies have focused on only two mechanisms: recombination 

and DNA polymerase slippage (311). In prokaryotes, the mechanisms for the TRs mutation are 
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the same which includes DNA strand slippage and their effect of contraction and expansion, 

recombination, replication, and a variety of DNA repair pathways (325–327). 

 Identification of tandem repeats  

The development of genome sequencing, bioinformatics, and computer science has helped the 

identification and analysis of repeats. Different algorithms have been used to identify these 

TRs. These algorithms are varying in their ability to detect different types of TRs  

(319,325,328–330). The problem is the ability of these algorithms to detect the different types 

of TRs, therefore the use of different types of algorithms is recommended (331).  Furthermore, 

in order to obtain the right number and consensus TRs, there are three important parameters 

should be applied while using these algorithms: alignment weights, type of repeats, and 

threshold scores. These parameters strongly affect the results of TRs (308). Various methods 

and algorithms have been applied to detect TRs, these methods have been reviewed in (332). 

There are five main and Widely applied algorithms TRF, Mreps, Sputnik, STAR, and Repeat 

Masker (332–334). We have used Tandem Repeat Finder which is widely used (TRF the most 

applied algorithms) (335). TRF program shows more flexibility with the easiness of handling 

the parameters to obtain the exact results (336).  

 The role of tandem repeats  

   TRs were thought to be useless DNA, due to their high variability and their sequence 

simplicity (332). Studies in the last 25 years have proved the importance of these repeats. The 

role that tandem repeats come from their location in the genome. Analysis of the genomes has 

clarified, when they fall with the coding region, regulatory sequences they affect gene 

expression (337). TRs are found within promoters of stress-induced genes and within the 

coding regions of genes encoding cell-surface and regulatory proteins. The changes in these 

repeats are accompanied by phenotypic changes (319). A different role has been identified for 

TRs, In addition to their role in genetic mapping, genotyping, and forensic studies (315). In 

any case, the abundance of repetitive sequences in eukaryotes is not meaningless. Since the 

1990s, different studies have shown the role of TRs in human disease. More than 20 diseases 

have been found in humans related to TRs, hereditary neurological diseases including fragile 

X syndrome, Huntington’s disease, myotonic dystrophy, etc. (338). Furthermore, it was found 

that TRs interfere with cellular function (329,339). In animals, an association was found 

between tandem repeats and canine epilepsy disease (340). In other eukaryotes, such as yeast, 

fluctuation in gene size which leads to quantitative alterations in phenotype are associated with 
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TRs (341). In the plant Arabidopsis thaliana, STRs can influence gene and protein function, 

which leads to phenotypic variability (310). Also, a correlation was found between STR 

diversity, and ecological factors in wheat and barley (342,343). TRs were found to play an 

important role in animal disease (344,345). More details about Tandem repeats and their roles 

have been reviewed  (341,346). The first study on bacteria was on the H. influenzae phase 

variation gene in 1989 (319).  Phase variation is one of the bacterial adapting strategies, thus 

the bacteria will be able to face the changing environment by modulating the function of 

specific genes (347). The repeats are involved in different cell roles such as disease 

development, cellular differentiation, genome stability, transcriptional control, and evolution 

(308,348). TRs abundancy could speed the loss of gene order, through chromosome 

rearrangement (320). TRs play a role in bacterial pathogenicity and genomic variability 

(Rocha, 2003). In the study conducted by  (340,349).  TRs were found to play a role in genetic 

variation within a population, and they facilitate evolutionary changes. Many other studies have 

been conducted to reveal the importance of TRs, especially microsatellites and their role in 

bacteria,  in the last two decades (343). An important role of TRs is that they can reveal the 

recent divergence in the microevolutionary level due to the high mutation rates ( 318, 331, 350, 

351). Three genetic variations have been used for comparative genomics studies: Single 

Nucleotide Polymorphisms (SNPs), Copy Number Variations (CNVs) and Tandem Repeats 

(TRs) (238,240). As the number of these tandem repeats in a particular locus varies from strain 

to strain, they are known as variable-number tandem repeats or VNTRs (320). The particularity 

of the TRs used in this process is falling under the umbrella of variability in TRs length, 

sequence, and position of each strain (352,353). 

 The MLVA method  

     MLVA or Multilocus Variable-Number Tandem-Repeat Analysis is a molecular method 

based upon the calculation of Variable copy Numbers of Tandem Repeats (VNTR). These 

regions are the most variable regions in bacterial genomes and therefore have the potential to 

resolve the genetic diversity of monomorphic bacterial pathogens (309,354). The first step in this 

method is the identification of the TRs from in silico programs, according to certain criteria. 

Secondly, in order to calculate these TRs, PCR primers must be designed from the conserved 

region around these TRs, the left and right flanking regions. This is followed by sample 

preparation and DNA extraction for each sample, then PCR amplification. Finally, the 

differences among the strains should be measured by gel electrophoresis and capillary 

electrophoresis, in which the results translated numerically, after the calculation of these loci by 
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detracting the right and the left flanking regions from the amplicons from PCR and dividing the 

remaining length by the size of the corresponding repeat unit in that locus. The results obtained 

from both approaches are imported into sophisticated software for the assignment of allele 

numbers. A string of alleles is created from the number of repeat units for each locus forming the 

MLVA profile and is eventually used to assign an MLVA type. The generated numeric data can 

be exchanged among laboratories around the world via the public MLVA database (223,312). 

Its great ability to discriminate the strains based on differences in the number of the repeats in 

each locus generated by amplification of the genomic DNA of several loci results in a high level 

of polymorphism  (322,355). In addition, MLVA is a rapid procedure for monitoring short-term, 

local outbreaks of bacterial pathogens, revealing insights about the relationships at a 

microevolutionary level (253). 

       MLVA methodology was primarily developed for Haemophilus influenzae strains and 

bacterial human pathogens (322), and then for bacterial animal pathogens (298,299,352). 

MLVA was applied for the first time in subtyping the plant pathogenic bacteria Xylella 

fastidiosa  (356),  and since then has been used to subtype a wide range of plant pathogenic 

bacteria, as shown in the box below. 
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TABLE I: USE OF MLVA METHODS FOR SUBTYPING BACTERIAL PLANT PATHOGENS 

Authors Year  N of VNTR 

Loci 

Pathogen species  Host plant species  

Della Coletta-Filho et 

al.  
 

2001 8 Xylella fastidiosa  Citrus sinensis; 

Coffea arabica  

Ngoc et al.  2009 14 Xanthomonas citri pv. citri Citrus spp. 

Bergsma-Vlami et al.  

 

2012 6 Xanthomonas arboricola pv. pruni Prunus 

laurocerasus 

Gironde and Manceau  

 

2012 8 Pseudomonas syringae pv. maculicola; 

Pseudomonas syringae pv. tomato 

Brassicaceae fam.; 

Lycopersicon 

esculentum 

Zhao et al.  2012  25 Xanthomonas oryzae pv. oryzicola Oryza sativa 

N’Guessan et al.  2013  26 Ralstonia solanacearum Solanaceae fam 

Zaluga et al.  2013  8 Clavibacter michiganensis subsp. 

michiganensis 

Lycopersicon 

esculentum 

Pruvost et al.  2014  31 Xanthomonas citri pv. citri Citrus spp. 

Vernière et al.  2014  14 Xanthomonas citri pv. citri Citrus spp. 

Bühlmann et al 2014  6 Erwinia amylovora Pomaceae fam 

     

Ciarroni et al. 2015 13 Pseudomonas syringae pv. actinidiae Actinidia deliciosa 

Guinard et al. 2017 7 Ralstonia solanacearum Mix populations  

     

 

 Use of MLVA 

 

 The method has great potential as an easy and effective tool, not only in the recognition and 

schedule/detection of the presence of different bacterial types worldwide but above all to trace 

their movements on a local to the international scale, supporting the simple detection of 

contaminated materials with key information concerning specific haplotypes (251). The first 

MLVA scheme for a plant pathogenic bacterium was developed for Xylella fastidiosa  in the 

early 2000s. The method provided a high-resolution tool for epidemiological, genetic, and 

ecological analysis of citrus-specific Xylella fastidiosa  strains; this (357) made it possible to 

obtain high resolution and robust genotyping of Xanthomonas citri pv. citri  (251). (358) 

reported the usefulness of the method in population structures and epidemiological monitoring, 

in addition to fast, reliable, and cost-effective molecular typing. MLVA was reported to be a 

very promising first-line assay for large-scale routine genotyping prior to whole-genome 

sequencing (Zhao et al., 2012a). It was reported as a very useful tool for gaining insight into 

geographic diversity, and for understanding the dynamic evolution of the pathogen (357). 

MLVA is a promising typing technique for local surveillance and outbreak investigation in 

epidemiological studies; it can unravel the intra-pathovar structure.  
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 : Canker of kiwifruit disease 

 Kiwi fruit (Actinidia spp.) kiwi, Chinese gooseberry, Yang-tao, 

Fuzzy-Skinned  

 

  The genus Actinidia (A.) belongs to the family Actinidiaceae, which includes 54 species and 

21 varieties. The famous commercial varieties distributed around the world are A. chinensis, A 

deliciosa and A. chevalier (1). The genus Actinidia is widely distributed in eastern Asia, and 

most species are present in China endemically. Their distribution lies in mountains and hills of 

the southwest to the northeast, and for this reason, China is considered the origin of the genus 

(2). Although the wild taxa of actinidiae are present in China, it was not domesticated until the 

last century, when it was domesticated for commercial purposes for the good-flavoured, and 

large-fruited species. Two of the main species distributed around the world are A. chinensis 

and A. deliciosa and they have been domesticated over a wide area of China, after the success 

of domestication in New Zealand (3). In New Zealand, the first domestication and commercial 

cultivation started approximately in 1904 when a school teacher brought seeds from China and 

passed them to the botanist Alexander Allison, and commercial cultivation started (4). The fruit 

was actually planted in Europe between the 17th and 18th centuries for ornamental purposes 

(5). The genus is a dioecious plant and it has different advantages for human health, where it 

considered to be beneficial for gut health and digestion (6). The fruit helps to improve digestive, 

immune and metabolic health. It is rich in vitamin C, dietary fiber, potassium, vitamin E and 

folate, besides many bioactive components which include antioxidants, phytonutrients, and 

enzymes (7).     

         Kiwifruit production has increased by more than 50% in the last twenty years, and the 

production of this fruit has reached 0.22% of global food production, after apple, orange, and 

banana (6). Five countries are the world’s main producers of kiwi: China, Italy, New Zealand, 

Chile, and Greece. Of these, Italy, New Zealand, Chile, and Greece account for 80% of total 

production, whereas China exports only 1% of their production while the other amount is used 

for national consumption (8). The kiwifruit ranks after citrus, apples, table grapes, peaches / 

nectarines, and pears in terms of value. In Italy, kiwifruit accounts for about 3.5% of the total 

area under fruit crops and about 4% of total fruit production by weight  (9). 

        Plant pathogens are the main constraints for plant production. The Kiwi plant is attacked 

by different pathogens, such as fungi, viruses, and bacteria. Different plant pathogens have 
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been reported such as bacterial canker, blossom blight, fruit rot, stem canker, gray mold, 

anthracnose, Nectria canker, leaf blight, brown leaf spot, brown felt, and root-knot nematode 

(10). The main fungal diseases of kiwifruit are Field rot, caused by Sclerotinia sclerotiorum, 

Storage rot, caused by Botrytis cinerea, and Ripe rot, caused by Botryosphaeria dothidea (11). 

It is also attacked by other fungi species, such as Phaeoacremonium spp., Phaemoniella spp. 

and Fomitiporia punctate, which cause wood decay and vine decay (12). Other fungi cause 

nursery damage on kiwifruit on the young plant (13). Viruses, also, attack kiwi plants. Three 

different groups of viruses have been identified, and of these two viruses have been identified 

as causing severe damage to the commercial orchards of kiwifruit: Cherry leaf roll virus 

(CLRV) and Pelargonium zonate spot virus (PZSV) (10). Bacterial diseases also affect 

kiwifruit. Two species Pseudomonas viridiflava and Pseudomonas syringae pv. syringae 

causes Blossom blight and necrotic leaf spotting (14). In 2008 a new virulent strain of 

Pseudomonas syringae pv. actinidiae has attacked the kiwi fruit in Italy causes a severe 

damages to the Kiwi production sector. 

 Importance and distribution of the disease 

     The disease is caused by virulent strains of the gram-negative bacterium Pseudomonas 

syringae pv. actinidiae (Psa) (15,16). The disease has caused great damage to kiwifruit 

productions around the world (17), It was first described in 1984 in Japan on Actinidia deliciosa 

as a new pathovar belonging to Pseudomonas syringae complex (18). The disease was 

described in China in 1994 as attacking kiwi fruit (17). Since the earliest identification of the 

disease in Japan, the disease has been officially reported in different countries in China (19), 

Korea since the 1990s (20–23). In addition, Italy (24,25) reported the disease in the early 1990s. 

In 2008 a new and very aggressive strain has emerged in Italy, causing severe damage and 

spreading quickly all over the country, attacking Actinidia chinensis, and Actinidia deliciosa 

(26). Globally, after the detection of the Italian outbreak, the disease has been reported from 

different countries on Actinidia chinensis, and Actinidia deliciosa in Portugal, New Zeeland, 

France, Switzerland, Spain, Chile, Turkey, Germany, Slovenia, Greece, Georgia, and finally 

Argentina (16,27). 
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FIGURE 5: Distribution of bacterial canker of kiwi fruit around the world. 

   Under favorable conditions, the disease can cause great economic losses by destroying the 

orchard in one or just a few seasons (28–33). The disease has caused severe damage in orchards 

and extensive economic losses worldwide (34,35). It is already responsible for worldwide 

economic losses amounting to hundreds of millions of euros and poses a very big threat to the 

entire kiwifruit industry in New Zealand (36). In New Zealand the problem has had a bigger 

impact; in the first five years of the outbreak losses of around NZ$400 million were expected, 

but about NZ$900 million in just one year (35). The situation in New Zealand has now been 

recovered by the replacement of the sensitive variety ‘Hort16A’ with Actinidia chinensis var. 

chinensis ‘Zesy002’ (37). In Italy for example, losses reached about €2 million euros in 2009 

(38). The situation has increased according to the infected area, which reached 2000 ha between 

2010-2012, and each lost hectare cost about €85.000 (39). 

       Different measures have been taken in order to control and manage the disease in Italy. 

These include spray treatments, cultural practices, such as pruning, tool disinfections, and 

covering pruning cuts, managing nitrogen fertilization and water stress in a correct manner, 

and many others (40). The recovery of kiwi plantation in Italy is proceeding slowly, despite 

the cultivation of more than 25,000 ha around the country (41). 
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 The disease processes 

 
     The development of the disease depends on three major environmental factors: moisture, 

temperature, and light (42). Multiplication of the bacteria depends on favourable conditions; 

optimum temperatures (which range from 12 to18 °C), and humid conditions can greatly favour 

the multiplication of the bacterium. On the other hand, high temperatures negatively affect the 

multiplication and dispersal of the bacterium (Young, 2012). High temperatures reduce the 

amount of ooze, while high winds increase the severity of the disease (43,44). 

     The bacteria can survive very well in its host plant (Kiwi fruits), and in water, where it can 

survive for a long period of time especially in raindrops. In soils and compost, the bacteria may 

survive but not colonize. The spread of the disease is mainly based on the means of bacterial 

survival. Several methods have been reported for the dispersal of the pathogen Pseudomonas 

syringae pv. actinidiae, whether over long or short distances. Agronomical techniques, as well 

as frost, wind, rain and hail storms, can help disperse the disease (45), and insects such as honey 

bees were found to be able to carry the bacterium (43). In addition to the environmental 

conditions, control management can limit disease dispersal and severity. Disease severity 

differs from region to region or season to season (44). The development of symptoms depends 

on the level of inoculum of the previous fall/autumn and early winter. The pathogen can 

overwinter in diseased plants.  

       Primary infection occurs in late winter when the bacterial exudates ooze out and disperse 

the pathogen to the field. The pathogen can invade twigs through both wounds and natural 

openings, such as harvest wounds, leaf fall and high activity of stomata and lenticels, in 

addition to pruning, mainly in winter (46). These points of entry are not the only ones, but 

environmental conditions, such as frosts, hailstorms, and heavy storms can also create wounds, 

and their role also disperses the pathogen and creates a secondary infection (29). 

     In association with the entrance of the bacteria where it colonizes the branches through 

wounds, movement of the bacteria then occurs systemically, and it colonizes the one-year-old 

twigs’ vascular system. This process may happen many times in winter until the migration of 

the bacteria reaches the main trunk in the following season (47). The pathogen overwinters in 

the diseased plants. The pathogen reaches and colonizes the root of the kiwi plant, and bacteria 

are also able to colonize and migrate from young leaves to twigs systemically (48). Bacteria 

migrate from leaf veins to petioles and twigs where the endophytic phase could happen can 
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occur (34). The development of symptoms depends on the level of inoculum, in the previous 

fall/autumn and early winter. 

  

FIGURE 6: Proposed disease cycle of bacterial canker on green-fleshed kiwifruit (Actinidia deliciosa) caused by 

Pseudomonas syringae pv. actinidiae (Psa).  

 Symptoms of the disease  

       The symptoms on kiwi plants are easy to recognize and depend on affected plant parts and 

the season. Symptoms mainly start with a water-soaked lesion on a leaf, turning into brown 

/spots which are usually surrounded by a yellow halo.  Sometimes it depends on the season; 

the desiccation of flowery parts of the plant can be seen clearly and fruit collapse is clear from 

symptoms on vegetative tissue. Dieback on woody parts of the kiwi plants, such as twigs, 

leaders, and canes, is a sign of disease, and development of a typical canker formation on the 

vines and trunks is another sign, with abundant white shiny milky ooze or dark red exudates 

excreted from the bark (49). In a winter infection, for example, plants start to release the 

exudate, which is a clear sign of the bacterial infection. Meanwhile, canker develops alongside 

the withering of main twigs and trunks. 
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FIGURE 7: Symptoms of Canker disease of Kiwi fruit; (A) Brown spots surrounded by yellow haloes are visible 

in spring on kiwifruit leaves; (B) Trunk affected by Pseudomonas syringae pv. actinidiae shows cankers which 

usually ooze red exudates; (C) Foliar wilting at the beginning of the season; (D)Bacterial ooze due to infection on 

kiwi plant; (E) Bacterial exudate oozing from infected Actinidia twig. 

 

 

 Characteristic of the bacterial canker pathogen  

 The taxonomic tree is as follows: 

Domain: Bacteria 

    Phylum: Proteobacteria 

        Class: Gammaproteobacteria 

            Order: Pseudomonadales 

                Family: Pseudomonadaceae 

                    Genus: Pseudomonas 

                        Species: Pseudomonas syringae pv. actinidiae 
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The causal agent of bacterial canker of kiwi fruit as described by (39,47), P. syringae pv. 

actinidiae (Psa), belongs to the wide broad complex species P. syringae with another 60 

pathovars recognized based on their host preference, few of them are pathogenic, while others 

are environmental bacteria (17). The bacterium is Gram-negative and rod-shaped, round, 

convex, glistening, translucent and white on a nutrient agar plate. It has 1-3 polar flagella for 

movement. It is positive to catalase, levan, and tobacco hypersensitive reaction, but negative 

for the pigment on King B and oxidase (50). According to (17) they belong to LOPAT group I 

of  Pseudomonas syringae. The pathovar was not included in the work by (51) for the 

classification of Pseudomonas syringae pathovars based on DNA-DNA hybridization. It was 

placed in genomospecies 8 based on ANI analyses (52,53). 

   The different populations of P. syringae pv. actinidiae (Psa) have been identified based on 

whole-genome analysis, MLST, 16SrDNA, phytotoxin production, and finally TT3E genes 

(54).  The analysis revealed four biovars until 2014 (44,55–58) when analysis based on MLST 

transfer biovar four into a new pathovar Pseudomonas syringae pv. actinidifoliorum. From the 

first discovery and description of Pseudomonas syringae pv. actinidiae in Japan in 1984, then 

in China (56) and until 2014, four biovars were described, which were first based on 

biochemical, genetic and pathogenicity characteristics (17), in addition to phytotoxin 

production (44) and phylogenetic analysis (58). 

The four biovars were described as follows:  

Biovar 1 includes the strains isolated 1984-1992 from Japan, Italy.  

Biovar 2 includes strains isolated in South Korea in 1990 (55).  

Biovar 3 is the widely distributed and pandemic biovar detected in Italy in 2008 (24) 

  and its detection around the world followed until 2018.  

Biovar 4 was described in New Zealand (59) but then transferred as a new pathovar with the 

name of Pseudomonas syringae pv. actinidifoliorum (60).        

        In Japan, two new biovars were described and classified as biovars 5 and 6 based on the 

phenotypic and genomic analysis, in addition to the symptoms they produced. The former was 

discovered in 2014 in local areas and the latter was found in 2016 in Nagano Prefecture, Japan 

(56). 

        Plant bacterial pathogens such as Pseudomonas syringe pathovars have different kinds of 

virulence factors that help the bacteria to invade the plant immunity system (Type III effectors, 

phytotoxins, plant hormones and determinants, cell wall degrading enzymes), that are of 
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importance for epiphytic fitness (61,62). Two main virulence factors were found to play an 

important role in the pathogenicity/virulence of Pseudomonas syringae pv. actinidiae: 

phytotoxins and Type III effectors (63). In bacteria, phytotoxins are small molecules with 

different structures that are toxic to plants and affect their behavior even with small 

concentrations. Plants react with different kinds of symptoms, such as water soaking, leaf spots, 

chlorosis wilt, blights, and necrosis within the host plant. (57) Phytotoxins may also be 

produced by the plant as a reaction to avoid plant pathogens (64,65). Two main phytotoxins 

produced by Pseudomonas syringae pv. actinidiae are phaseolotoxin and coronatine, according 

to the biovars. One of the main differences among these biovars is the production of 

phytotoxins. It was found that biovar 1 can produce phaseolotoxin, and biovar 2 can produce 

coronatine, but biovar 3 and 5 do not produce phytotoxins, while biovar 6 produces both 

phaseolotoxin and coronatine (66).  

      Another virulence factor is the presence of Type III effector genes. Pseudomonas syringae 

pv. actinidiae uses the Type III secretion system in order to change and control plant cell 

performance to its advantage by injecting and delivering bacterial proteins (effectors) into the 

intracellular fluid of plant host. These effectors can subvert the plant’s immune system and 

help the bacteria to adapt and start the disease process (58).  The main aim of effector genes is 

to suppress the plant’s immunity system, in order to establish the pathogen and start the disease, 

in addition to performing different biochemical roles (67). Different groups of Type III effector 

genes were observed among the Psa groups (1,2,3) isolated in a different period between 1984 

and 2015 (68). Differences in the composition of effectors were observed in biovar 5, and 

biovar 6, in spite of the real number of effector genes in biovar 5 (69). Another study (58) found 

that effector genes in biovar 6 were fewer than in other biovars, but with two unique effectors
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Summary 

Pseudomonas syringae pv. actinidiae (Psa) is the causal agents of the bacterial canker of 

kiwifruit, probably the most limiting disease of this cultivation worldwide. Since its first 

isolation and description in 1984, the pathogen has been reported scattered in Southeastern 

Asia until 2008, when a new pandemic occurred affecting all the most important areas of 

kiwifruit cultivation in Europe, New Zealand and South America within few years. The 

consequent research boost elucidated different facets of this disease, including a thoughtful 

genetic characterization of the pathogen that has led, to date, to an intrapathovar distinction in 

five biovars, mainly circumscribed to Asiatic countries. Despite this, it is conceivable that 

additional genetic diversity still remains undiscovered most likely in those areas where the 

pathogen and the host plant species have coevolved. Here an enhanced Multi Locus VNTR 

Analysis (MLVA) assay based on 19 loci was applied to a comprehensive collection of 152 

strains representative of all the main infected areas in the world and the results suggest that a 

high number of intrapathovar types of Psa possibly exists.  
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VNTR 

Introduction 

The canker of kiwifruit is an emerging infectious plant disease caused by the Gram-negative 

bacterium Pseudomonas syringae pv. actinidiae (Psa), affecting the cultivations worldwide. A 

series of typical symptoms are prompted by Psa in kiwifruit plants, such as brown leaf spots 

with chlorotic haloes, whitish to reddish exudates on trunks and twigs, sudden death of young 

vines, collapse of fruits and brown discoloration of buds (Serizawa et al., 1989). It was 

primarily isolated, recognized as a causal agent of the bacterial canker of kiwifruit, and 

described as a new pathovar in Japan in 1984 (Takikawa et al., 1989). Almost at the same time, 

the disease was reported in Hunan province, China, in 1984 (Fang et al., 1990) and shortly after 

in Korea (Koh et al., 1994). After these reports, many others have come during time testifying 

the progressive spread of the disease throughout these countries. However, ten years ago, the 

pathogen was confined to South-Eastern Asia, with a single occasional exception in Italy 

(Scortichini, 1994). In 2008 a new, very aggressive, Psa variant suddenly emerged in Italy, 

causing severe damages (Balestra et al., 2009) all over the Country on both Actinidia chinensis 

var. chinensis and var. deliciosa. Since then an impressive progression of reports occurred all 

over the kiwifruit cultivated areas worldwide, up to the most recent in Argentina (Balestra et 

al., 2017). 

As a consequence of this hypervirulent pandemic, research efforts have been multiplied and 

several molecular approaches have been used to identify and genetically characterize the 

pathogen. In 2012, an intra-pathovar taxonomic division in 4 biovars has been proposed 

(Chapman et al., 2012): the biovar Psa1, mainly referable to strains isolated during 80’s in 

Japan, plus the Italian occurrence in 1992; the biovar Psa2, associated to Korean strains isolated 

in late 90’s; the biovar Psa3, referring to the hypervirulent strains isolated in European 
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countries, New Zealand, China, South America, and later on in Korea (Kim et al., 2016) and 

Japan (Sawada et al., 2015); the biovar Psa4, indicating strains of paltry virulence on kiwifruit, 

later redefined as new pathovar actinidifoliorium (Cunty et al., 2015b). An additional biovar, 

named Psa5, was described in 2012 (Sawada et al., 2014), circumscribed to Saga Prefecture, 

in South Western Japan, and considered an endemic type of Psa. The same assumption was 

made for the biovar Psa6, described in 2015 in Nagano Prefecture, Japan, differing for the 

production of both phaseolotoxin and coronatine (Sawada et al., 2016). 

Regarding the origin of the pandemic outbreaks referable to Psa3, different hypotheses have 

been proposed. A first scenario advises for a Chinese origin of the epidemics, likely by 

independent events (Mazzaglia et al., 2012; Butler et al., 2013; McCann et al., 2013). Recently, 

another prospect, relying on the similarity between Korean and Japanese strains belonging to 

Psa biovar 3 and the strains of the New Zealand outbreak, and on the higher number of biovars 

occurring in Japan and Korea respect to China, leans toward alternative origin for the Psa3 

pandemic (McCann et al., 2017). 

In this complex and highly dynamic scenario, a fine-tuned depiction of how this pathogen is 

structured in diverging populations is essential to outline new occurrences promptly and track 

the pathogen’s variants. The ever-increasing availability of bacterial genomes allows 

identifying genetic traits to be used as a marker of variability among populations belonging to 

the same taxon. Bacterial genomes were demonstrated to be crowded with DNA stretches of 

different lengths, repeated in a head-to-tail mode (Tandem Repeats - TR) and having high 

evolutionary speed. These repeats are particularly well-suited for epidemiological studies and 

the loci containing them, named Variable Number of Tandem Repeats (VNTRs), often 

organized in multiple contemporaneous assays (MLVA - Multiple Locus VNTR Analysis), 

have repeatedly proved successful for genotyping purposes (van Belkum et al., 1998), 

including bacterial plant pathogens. 
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This molecular approach has been already implemented on Psa in the past. Ciarroni and 

colleagues (Ciarroni et al., 2015) depicted an MLVA assay based on the analysis of thirteen 

VNTR loci allowing the discrimination of biovars Psa1, Psa2, Psa3 and Psa4 with additional 

information about relationships among individuals. In the same year, another MLVA assay 

based on eleven VNTR loci was independently developed to characterize Psa3 and Psa4 in 

France (Cunty et al., 2015a). 

Here, we merged the two assays in one and combined it with clustering methods and 

bioinformatics algorithms in order to establish an even more powerful tool for the assessment 

of the population's structure of the pathogen. The method was thereafter applied on a large 

selection of strains representative of all the main Psa reports, including all biovars as well as 

past and current outbreaks. The analysis has been approached progressively, starting from a 

selected set of strains whose biovar assessment has been thoroughly accomplished in previous 

literature; then, the results from their multiple clustering and multivariate approaches analysis 

have been used as guiding thread to investigate all the remaining isolates, avoiding any prior 

grouping assumption. By this approach, we aimed to draw up a clear and better-fine-tuned 

picture of the genetic variability of this dangerous pathogen. 

. 

Materials and methods 

Pseudomonas syringae pv. actinidiae strains and DNA extraction 

The list of the 152 Psa strains under examination, with details concerning geographic origin 

and time of isolation, is reported in Table S1. It includes a selection of 96 strains, 39 from 10 

regions of China, 27 from 7 regions of Japan, and 30 strains from 13 different areas of Korea, 

isolated in a time range from 1984 to 2015, to represent the most of the temporal and spatial 

variability in Asiatic area. Then, 56 strains representatives of the outbreaks all over the world, 

isolated from 2008 up to 2017, were added. Among these, 34 individuals (marked with § in 

https://context.reverso.net/traduzione/inglese-italiano/temporal+and+spatial
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Table S2) conclusively attributable to biovar Psa1 (4 strains), Psa2 (3 strains), Psa3 (19 strains), 

Psa5 (4 strains), and Psa6 (4 strains) were chosen as “control dataset” to check the assay 

affordability and to draw up a consistent bioinformatic pipeline for the analysis. Pseudomonas 

syringae pv. actinidifoliorium, ex-biovar 4, was not included in this analysis because of its 

genetic divergence from the other Psa, as already demonstrated (Ciarroni et al., 2015; Cunty et 

al., 2015a). 

Each strain has been freshly grown on King’s B medium for 48-72 hrs at 26 °C and about 200 

mg of bacterial cells were collected for DNA extraction with a commercial kit (Macherey 

Nagel) following manufacturer’s instructions. The DNA concentration was evaluated by a 

fluorometer (Qubit, Qiagen) in each sample and adjusted to the final concentration of 20 ng/µl 

for the following analytical steps. 

PCR amplification of VNTR loci (MLVA) and capillary electrophoresis 

The experimental plan provided for the amplification of 24 VNTR loci, 13 published in 

Ciarroni et al. (2015) and 11 in Cunty et al. (2015a), per each strain, using the primer pairs 

reported in Table 1. 

During a preliminary in silico check emerged that four of these loci, as independently reported 

in the two papers above, were exactly the same. This concurrence was detected for VNTR loci 

Psa1=TR19II, Psa10=TR39II, GM1553=TR64II, and GM1834=TR10I. Hence, only one pair 

of primers per each duplicate was further considered (primers marked with § in Table 1), 

reducing the total number of loci under investigation to 20. 

Each PCR reaction was composed of 12.5 μl of GoTaq Colorless Master Mix 2X (Promega 

Corporation, Madison, WI, USA), 1 μl of template DNA (20 ng), 1 μl of forward and 1 μl of 

reverse primer corresponding to 10 μM concentration each, 9.5 μl of nuclease-free water to the 

final volume of 25 μl. The PCR amplifications were performed on a C1000 thermal cycler 

(Biorad Laboratories Inc., Ca., USA) using the thermic profiles reported in Table S2. 
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The PCR protocols were primarily tested on a pool of 10 randomly selected strains. Four primer 

couples (marked with * in Table 1) from the paper of Cunty et al., 2015a failed to amplify any 

sample; a further in silico check explained that the sequences of reverse primers in each couple, 

as reported in the paper, were directionally inverted. After correction, the respective VNTR 

loci were perfectly amplified. Once the efficiency of the protocols has been verified, PCR 

amplification of all the loci on all the strains was performed and repeated twice to test the 

reproducibility of the assay.   

Table 1:   Primer pairs used for the amplification of VNTR loci. 

Na
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Forward primer (5’→3’) 
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Tm(C

°) 

Ref

. 

Psa01 CAAGCAGGAGATGGAAGAGC 60,5 CATGCGGGCAATCTGATAGT 58,4 
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Psa03 TTATCGGCGGGATGTGTATT 56,4 ACTGCGTCTGGTCGATAACC 60,5 

Psa04 ACGAGTCCGCTCCTACAAAA 58,4 TACAACCAAGGTGGCCTGTT 58,4 

Psa05 GTAGGCCGCGCTTTAAT 56,1 TGCACTTCTTTTTCGCCTCT 56,4 

Psa06 TTAACGCAAGCAATCCTAACC 58,4 TGTGCAATAAATGCGGGTTA 60,5 

Psa07 GCCTACCTTTTACGCCATGA 55,9 CCGCCTCCAGTCAGGTTAAT 53,2 

Psa08 GTCATTGGCGAACTGATCCT 58,4 CTTTTCATGCTGAAAGTCATGC 58,4 

Psa09 CGCTGTCTGGCTTTGAAAAT 56,4 TAGGACGGCCGAAGGTTTAT 58,4 

Psa10 AAGCCTGAGTAAGCGGTTCA 58,4 GCCCCAGTCCCAGTTGTAAT 60,5 

GM2

54 
CGTGTCACTGAAAGTCACCAT 58,4 TATTTACCCGGTGTTGAGGC 58,4 

GM1

553 
CTGGCACGAGACGAGTCC 60,7 GCTGAGCTTGAAGGAGACG 59,5 

GM1

834 
CGAGTTCTATTTGCGTCAGG 58,4 TGTCCAGCGTAATCTTGCTC 58,4 

GM4

076 
TGGGTGGAATACAGCCGCCA 62,5 CTTGTTCGGGAGCGGCAAGCT 65,3 

TR10

I*§ 
AGTCTCTGCGCCTCAGGAT 58,8 GGCACTGGATTTTTCCAGAC 57,3 
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TR14

I* 
CTGGAAAACGTCCTGAGCAT 57,3 GTGAGTCAGGCAAACCGAGT 59,4 

TR15

I* 
TCGAGAGGAACACCAATGTG 57,3 TGGAAACATCGTCTGCAAAA 53,2 

TR30

I* 
ACGTTACTTCGAGCGGAGTC 59,4 CCGACCTACCCGAATATGTG 59,4 

TR1I

I 
TGCCTGAGTACCTTTACCGG 59,4 CACCCAGCTCGACAATCAAG 59,4 

TR2I

I 
GTCATAACGGGTGAGAGTGC 59,4 ACGGCCCTTGAAAGTGACTA 57,3 

TR3I

I 
CGTGAGGCTCTGACTTTCTG 59,4 AAATCCGGGCTGTTTATCGC 57,3 

TR39

II§ 
CGGTGGACTTGAAGAACACG 59,4 CACCCTGAACTGATTGCACC 59,4 

TR11

II 
GATTGGTGACGTTGCGATGA 57,3 TTGTTGCCCTACACGCTCTA 57,3 
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TR19

II§ 
CCCAGAAAGAATGCGGACTG 59,4 AGCAGGAGATGGAAGAGCTG 59,4 

TR64

II§ 
GTTGGCGGGTATGTGTCTG 58,8 CACCACGCTTCTTCTTGCAG 59,4 

* for these loci, the reverse primer was corrected respect to what reported in Cunty et al., 2015; 
§ these primer couples were discarded because amplifying the same TR of primer couples GM1834, Psa10, Psa1 

and GM1554 respectively. 

 

 

The PCR amplicons have been visualized and their size assessed by capillary electrophoresis 

using QiaXcel system (QIAGEN, Milan, Italy). Results were interpreted by means of Screengel 

software (QIAGEN). The tandem repeat number was calculated subtracting the flanking region 

size from the amplicon size and then dividing the remaining by the repeat unit length. Per each 

locus, a random selection of strains was Sanger sequenced to confirm the exactness of previous 

calculations. 

Data analysis 

Data elaboration has been postulated for three independent approaches: hierarchical clustering, 

STRUCTURE, and Discriminant Analysis of Principal Components (DAPC). Firstly, it was 

entirely performed on the “control dataset” to test the efficiency of the assay and the robustness 

of the analytical pipeline. Then, the same whole analytical approach was repeated including all 

the remaining strains, for which the lack of any prior knowledge of group assignment was 

assumed. 

The two data matrices for the “control dataset” and the “complete dataset”, were imported into 

R version 3.4.4 and transformed into genind objects using the R package adegenet 2.1.1 

(Jombart, 2008). All the analyses of population structure and genetic diversity were performed 

using R packages poppr version 2.8.1 (Kamvar et al., 2014, 2015), adegenet 2.1.1 (Jombart, 

2008) and ade4 version 1.7-13 (Dray & Dufour, 2007). 

The genotype accumulation curve was obtained by informloci() and mlg.table() functions of 

the poppr package to assess if the number of loci is sufficient to explain all the observed 

variability (MLGs). Standard statistics were calculated by poppr() function, whilst Genotypic 

richness and Evenness were evaluated using the R package vegan 2.5-6 (Oksanen et al., 2019). 
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Hierarchical clustering 

The genetic inter-individual distance computation obtained without any prior information 

about the population structure for the individuals under examination constituted the basis for 

clustering. For molecular markers as tandem repeats, Bruvo’s distance is specifically 

appropriate for considering the repeat length and for being insensitive to different ploidy levels 

(Bruvo et al., 2004). Hierarchical clustering was performed with hclust() function of the R 

package stats using Bruvo’s distance to create genetic distance matrices and UPGMA as 

algorithm for agglomerative clustering. Bruvo’s distances were bootstrapped using the poppr 

bruvo.boot() function and a cut-off threshold of 80 was set. Dendrograms were visualized with 

the R package factoextra version 1.0.5 (Kassambara & Mundt, 2016).  

Starting with the “control dataset”, the genetic distance threshold able to distinguish the biovar 

association of strains was assessed by calculating the limits at which the multilocus lineages 

(MLLs) can be progressively resolved. The poppr mlg.filter() and cutoff_predictor() functions 

determined the largest difference between thresholds and the average value between these 

values was the selected cut-off threshold separating clonal lineages that were subsequently 

imposed in the hierarchical clustering of all the individuals (“complete dataset”) to discriminate 

populations. 

STRUCTURE 

The same dataset was independently tested by STRUCTURE software, version 2.3.4 (Falush 

et al., 2007), a well-known Bayesian model-based algorithm for clustering many types of 

genetic data. If the number of groups (K) is not user-defined, it has to be heuristically chosen 

to compare the results of penalized log-likelihoods in a defined range of possible clusters.                            

Here, the optimal K was estimated with Evanno method (Evanno et al., 2005) on 10 iterations 

for each K arranged in a range of values using the evannoMethodStructure() function in the R 

package pophelper (Francis, 2017). Once K was set, the differences in genetic variants and the 
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proportional assignment to multiple populations (“admixture model”) were evaluated by 

Markov Chain Monte Carlo (MCMC) estimation. The analysis parameters were set to 1.000 

(burnin period) and 10.000 (MCMC reiterations) for the whole dataset. Finally, ten reiterated 

outputs for the chosen K were combined and merged by clumppExport() function of CLUMPP 

and visualized using the function plotQ() of the R package pophelper. 

Discriminant Analysis of Principal Components (DAPC) 

Data were also explored by DAPC, a multivariate method to infer the population structure of 

clonal organisms by determining the number of clusters observed without any prior knowledge 

(Jombart et al., 2010; Grünwald & Goss, 2011). All the DAPC analysis was carried out with 

the R package adegenet (Jombart, 2008). Then, the posterior assignment probability was 

calculated and visualized by compoplot() function. Cross-Validation by the function 

xval.Dapc() checked if the correct number of principal components was retained. 

Results 

VNTR loci amplification 

Twenty VNTR loci were amplified on 152 Psa strains, for a total of 3040 reactions. PCR 

amplifications yielded correctly a single amplicon in all the loci confirming the specificity of 

the primers used, and the exact dimension of each amplicon was assessed by capillary 

electrophoresis. Among them, the locus TR-15I yielded a unique invariable amplicon of 164 

bp on all the strains in agreement with results from Cunty et al. (2015a), where this locus shows 

variability only toward Pfm. Being uninformative, it was discarded, and 19 loci were kept for 

downstream analyses. Amplification failures were observed at locus Psa-04 for six Japanese 

strains isolated from 1982 to 1988, and for the single Italian strain isolated in 1992, and at locus 

Psa-09 for seventeen Korean strains. Both instances were already reported in Ciarroni et al., 

2015. In addition, Locus TR30. I failed to amplify all the strains belonging to the biovar Psa5. 

The amplification failure was coded as “0”. The Sanger sequencing of randomly selected 
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amplicons confirmed the exactness of repeat numbers as assessed by capillary electrophoresis. 

The features of each locus are reported in Table 2. 

 

Table 2:  Features of the VNTR loci. 

VNTR locus TR length Flanking left Flanking right Flanking size 

PSA01 7 63 97 160 

PSA03 7 86 66 152 

PSA04 33 66 58 124 

PSA05 7 86 68 154 

PSA06 8 68 55 123 

PSA07 8 39 25 64 

PSA08 9 72 72 144 

PSA09 99-112 26 63 89 

PSA10 7 79 67 146 

GM254 8 109 226 335 

GM1553 7 139 32 171 

GM1834 6 118 58 176 

GM4076 7 28 156 184 

TR14I 6 53 52 105 

TR15I 13 76 62 138 

TR30I 7 44 50 94 

TR1II 8 128 102 230 

TR2II 9 105 126* 231 

TR3II 9 58 69 127 

TR11II 11 94 42 136 
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Results were coded in a matrix of 152 lines (strains) reporting the ordered number of repetitions 

per each of the 19 loci and stored as a “complete dataset” (Table S3). From this dataset, 34 

individuals conclusively attributable to the 5 known biovars (Table S1 - marked with §) were 

selected as “control dataset” to check the assay’s affordability and to draw up a consistent 

bioinformatics pipeline for the analysis.   

Among the 152 individuals analysed in this study, a total of 129 alleles were identified across 

the 19 loci. Each individual is represented by a single independent multilocus genotype (MLG); 

however, checking for the presence of clones, an inspection with mlg() function showed that 

the 152 individuals in “complete dataset” shared only 85 different MLGs, whilst the 34 

individuals in “control dataset” shared only 22; any clone replication was removed with 

clonecorrect() function.  

The genotype accumulation curve shown in Figure S1 confirmed that all the loci are 

polymorphic and beneficial to describe the diversity among the 85 multilocus genotypes 

(MLGs). The curve shows that the plateau has been reached, and the addition of more loci 

would not increase the discriminatory power of the assay (Kamvar et al., 2015). 

 

Testing the genetic structure of Pseudomonas syringae pv. actinidiae on the “control 

dataset” 

The hierarchical clustering on the “control dataset” constructed on Bruvo’s distance and 

UPGMA unequivocally led to a dendrogram constituted by five clear clusters, all with 100% 

bootstrap support and all the individuals were distributed in five groups perfectly fitting to the 

five known biovars (Figure 1). Proven the consistency of the assay to correctly assign strains 

to biovars in “control dataset”, it was possible to determine the most affordable value of genetic 

distance below which two individuals are considered belonging to the same group.  
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Figure 8: UPGMA dendrogram of Bruvo's genetic distance between a selection of 34 individuals of P. 

syringae pv. actinidiae, created using 1,000 bootstrap replications. The red dot line indicates the cut-

off threshold calculated by mlg.filter(). 

 

 

 

 

All of the distance thresholds progressively resolving the 22 unique multilocus lineages 

(MLLs) were elaborated by cutoff_predictor() function, and based on Bruvo’s distance and 

UPGMA as clustering algorithm, the largest gap between distances was the one collapsing the 

22 MLGs into 5 MLLs corresponding to the 5 biovars, and the related average cut-off threshold 

was 0.3124 (Figure 2). 
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Figure 9: Graphical representation of clustering algorithms (UPGMA was selected for this study) 

collapsing MLGs of the “control dataset” in MLLs. The x-axis represents Bruvo’s distance cut-off 

values, the y-axis the number of MLLs observed at different values of genetic distance. 

 

 

 

 

 

When the “control dataset” was analysed by STRUCTURE, 10-fold iterated runs of K from 2 

to 8 were performed. The ∆K was plotted to establish the number of clusters that best describe 

the data according to Evanno’s criterion and the most affordable value was K=5 (Figure S2a). 

Consequently, the STRUCTURE results of 10-iterated output for K=5, combined and merged 

by CLUMPP, produced the barplot graph describing a population structure perfectly fitting 

with the previous clustering (Figure S2b). 
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The Bayesian information criterion (BIC) as a function of the number of clusters in the 

Discriminant Analysis of Principal Components (DAPC) also indicated K=5 (Figure S3a). Four 

principal components and two discriminant eigenvalues were retained in agreement with the 

cross-validation analysis. The DAPC scatterplot graph (Figure S3b) shows five plainly 

separated groups, each constituted by tightly linked individuals. The barplot of posterior 

assignment (Figure S3c) reporting membership coefficient of individuals excluded any 

admixture, and each group as its respective individuals matched exactly the five biovars. 

New individuals: population assignment without a priori constraints 

Since the main aim of the paper was to test the MLVA assay for positioning the strains in 

population without any prior constraint, 118 Psa individuals with a large span of geographic 

and time origins, were added to the “control dataset” of 34, using their MLGs as one and only 

information, to restore the “complete dataset” of 152 individuals. This dataset underwent to the 

same analytical pipeline described above. 

Eighty-five different MLGs on 152 individuals were detected confirming the high clonality of 

the pathogen in general, and of Psa3 in particular. In fact, in most cases, identical MLGs 

included individuals isolated in the same country or in the same geographic region (Table S4). 

Interestingly, the MLG71, the most abundant of Psa3, is shared by 13 isolates from very 

different countries, i.e. Japan, New Zealand, and Argentina. 

The dendrogram obtained by hierarchical clustering using Bruvo’s distance and UPGMA 

running 1000 bootstrap replications is shown in Figure 3. It is worth noting how the 34 strains 

of the “control dataset” preserve their clustering structure being allocated in five different 

clusters. When the cut-off threshold of 0.3124 obtained with a “control dataset” was applied in 

this hierarchical clustering, a new articulated population structure appeared. The contingency 

table showing the individual's distribution among the inferred groups using this threshold 

assigns most of the unknown individuals to biovar Psa1, biovar Psa2 and, particularly, biovar 
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Psa3, but not to the biovars Psa5 and Psa6. According to this threshold, the number of 

populations required to allocate all the individuals increased to fourteen (Figure S4). 

According to the clustering, one group include all the biovar Psa1 strains isolated in Japan in 

1984 together with the Italian strain isolated in 1992, three additional strains from Japan, two 

isolated in 1988 (Pa429 and PA459) and one isolated in 2011 (Jap2820), plus two strains from 

Korea isolated in 1989; this group was assumed as biovar Psa1. 

The cluster including the three strains documented as biovar Psa2, contains fourteen additional 

strains, exclusively from Korea, isolated from 1999 to 2013 in Jeju-do and Jeollanam-do 

provinces; this group represents in this study the biovar Psa2. 

The most populous cluster contains 79 strains including all the strains from European, New 

Zealand and South American outbreaks without any exception, 9 from Japan isolated in 2014 

and reported as belonging to biovar Psa3 (McCann et al., 2017), 4 from Korea isolated in 2014-

2016 also referable to biovar Psa3 (Kim et al., 2016), and 11 from China in 2010 (Shaanxi), in 

2012 (Sichuan), in 2013 (Anqing) and in 2017 (Kunmin); all the 19 Psa3 strains from “control 

dataset” are coherently included among them. Thus, we attributed this entire group to biovar 

Psa3. Remarkably, even if with modest statistical support, a further division of this cluster in 

three subgroups is conceivable, one constituted by European strains, another with Chilean 

strains, and another including strains from Shaanxi (China), New Zealand, Argentina, Japan, 

and Korea. Then, some strains from different Chinese regions form separate subclusters within 

biovar3. 

Biovars 5 and 6 form two independent clusters composed exclusively by their representative 

strains, both fully supported by statistics (100% bootstrap). 

Besides these groups coherent with current biovars, nine clusters remained independent with a 

strong statistical support and thus were named as populations from 1 to 9 (Pop1-Pop9), 

constituted only by strains from South-East Asian countries. The population Pop9 includes 12 
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strains from Shaanxi, Sichuan, Anhui and Shanghai regions of China; all the others are 

singletons Pop3 and Pop8 (Korea) or composed by few representatives, with the same 

geographic and time origin, such as Pop1 (Japanese), Pop4 and Pop5, (Chinese), Pop6 (Korean) 

or even admixed as Pop2 (Jap2726 from Japan; KN2 from Korea) and Pop7 (M218, M228, and 

JZHY7 from China; KTS1471 from Korea). 
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Figure 10: UPGMA dendrogram of Bruvo's genetic distance between 152 individuals of P. syringae 

pv. actinidiae, created using 1,000 bootstrap replications. The red dot line indicates the cut-off threshold 

calculated by mlg.filter(). 
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When the same dataset was analysed by STRUCTURE, Evanno’s method didn’t provide a 

clear preferable number of clusters to retain. However, because K=14 returned the highest ∆K 

value ranging K from 5 to 15, in agreement with hierarchical clustering, we analysed this 

population arrangement. The 10 iterated output results for K=14, combined and merged by 

CLUMPP, showed a distribution of individuals in the populations that almost perfectly fits 

with the results of hierarchical clustering (Figure 4). In detail, exact matching was obtained for 

individuals of biovars Psa2, Psa3, Psa5 and Psa6, and for populations Pop3, Pop4, Pop5, Pop6, 

Pop7, and Pop8. Only in biovar Psa1 two strains, PA429 and PA459, form an independent 

group, whilst strains Jap2819 and Jap2726, previously parts of Pop1 and Pop2 respectively, are 

newly included in it. Also, 2 strains from these populations, Jap2818 and KN2, cluster in group 

3. 

 

 
 

 

 

Figure 11: Population genetic structure of  P. syringae pv. actinidiae obtained with STRUCTURE and 

CLUMPP when K = 14, burnin period = 1000 and MCMC reiterations 10000. 

 It is not accidental that all these strains show a highly admixed posterior assignment, as 

disclosed by their multiple colours bars in Figure 5. More evident in a posterior assignment is 

the exclusion of strains SH5 and SH8 from Pop9, leading to the newly independent group 11. 
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DAPC came out with comparable results too. The BIC, as for ∆K above, didn’t suggest a 

distinctive number of groups, but 14 remained among the most conceivable solutions for this 

analysis (Figure 5a). Cross validating this value, 18 principal components, sufficient to explain 

77,8% of the whole variance, and 4 Linear Discriminants were retained. The resulting 

scatterplot (Figure 5b) shows the distribution of the groups on LD axes, while the posterior 

assignment is reported as a barplot in Figure 5c. Group 10 includes all Psa1 strains except 

Jap2820; groups 9 and 14 includes Psa2 individuals, however strongly intermixed. Individuals 

referable to Psa3 are split in groups 4 and 5, discriminating European strains and strains from 

any other origin, in partial agreement with results from hierarchical clustering; also, DAPC 

places the strains SCHY24 and SCHY25 in a separate group (group 7). Then, group 12 matches 

exactly biovar Psa5 and group 13 biovar Psa6.  

Concerning the other populations, DAPC joins together in group 1 strains from Japan and 

Korea, defined as Pop1, Pop2, and Pop3 in the hierarchical clustering, and in group 2 strains 

from China and Korea, which include Pop7 and part of Pop9. The remaining groups 3, 8, and 

11, perfectly match those obtained in previous analyses, Pop5, Pop8 and Pop4 respectively. 
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Figure 12: Discriminant analysis of principal component (DAPC) for 152 Pseudomonas syringae pv. 

actinidiae individuals. a) Bayesian information criterion (BIC) as a function of the number of clusters 

(K). b) Scatterplot of individuals arranged in 14 different clusters. c) Posterior assignment probability 

of individuals when K = 14. 

 

The assignment of each of the strains to populations according to the three analytical methods 

above described is summarized in Table S5. 

Genetic diversity is depicted by the poppr() function as genotypic richness, genotypic 

evenness, Nei’s (Hexp) and Simpon’s (λ) indices, as reported in Table 3. The highest of 

Simpson’s diversity (λ) was observed in Psa2, followed by Psa3. On the contrary, Psa6, 

represented by four clones, showed a λ equal to zero. Genotypic evenness E.5 is a function of 

the MLGs frequencies, equal to 1 when all genotypes are present at equal frequencies and to 0 
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when there is only one MLG. Indeed Psa3, with the highest number of MLG, showed an 

Evenness close to 0.6 meaning that the 37 MLGs present don’t have the same frequency. Nei’s 

diversity index resulted to be highest in Psa2 and zero for Psa6 and Pop4.  

Discussion 

Bacterial diseases always represent a threat to many plant species, but in the last decades 

numerous cases of sudden and pernicious epidemics occurred worldwide, thus falling in the 

so-called “emerging infectious diseases”. Typically, a brand-new interaction between a 

pathogen and a susceptible host is at the origin of these emergencies, but it is in turn related to 

the movement of pathogens in new territories or the introduction of plants out of their natural 

range, to the erosion of genetic diversity for breeding, or to environmental changes that modify 

the distribution areas of plants and pathogens. 

The bacterial canker of kiwifruit by Pseudomonas syringae pv. actinidiae is an example of 

these. China is the native environment of almost all the Actinidia species, but kiwifruit wasn’t 

considered for farming there for a very long time. Instead, it was New Zealand the first country 

where the economic potential of kiwifruit cultivation and commercialization took place since 

the middle ‘60s, particularly with deliciosa variety derived from a single seed introduction in 

1904. Then, all the other countries worldwide started to cultivate kiwifruit extensively using 

plant material with an extremely homogeneous genetic basis (Ferguson & Bollard, 1990). In 

this context, the bacterial canker and its causal agent were reported and described since the 

middle ‘80s in South-eastern Asia, and then all over the world after 2008. 

The ensuing investigations described five biovars (plus the former biovar 4, now Pfm) to 

explain the diversity within the pathogen. However, Pseudomonas syringae referable bacteria 

possess dramatic plasticity in their genetic background allowing themselves to adapt to 

virtually all the existent environmental niches (Baltrus et al., 2017). Thus, also considering the 
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vastness and the variability of the geographic area where Actinidia species reside, a more 

articulated intrapathovar structure for Psa is conceivable.  

Here, a molecular tool based on selectively neutral, locus-specific, highly polymorphic and 

easily repeatable markers, specifically suited for bacterial population studies was arranged. In 

our MLVA assay, repeats of different lengths were included, assuring variable mutation rates, 

but rarely exceeding 20 nucleotides, to keep homoplasy risk to a minimum. Outcoming data 

were then explored by three independent analytical methods, which led to groupings having 

significant reciprocal consistencies. 

Strains belonging to biovar Psa1, besides MLST categorization, have a specific phytotoxin 

pattern and a genomic island containing the gene cluster for their biosynthesis (Sawada & 

Fujikawa, 2019). This biovar was found infecting Actinidia arguta, one of the 5 wild species 

of Actinidia naturally occurring in mountain regions of Japan (Ushiyama et al., 1992), thus 

likely being a Japanese endemism, even if related strains were reported during time also in Italy 

(Scortichini, 2014) and Korea (Mazzaglia et al., 2012; McCann et al., 2017). Our MLVA assay 

correctly exemplifies this situation with a cluster formed by a core of strains from the first 

Japanese report of PSA and the Italian strain, together with other old Japanese and Korean 

strains. Two groups constituted by Japanese strains isolated in Chubu (2011) and one Korean 

strain isolated in 1997, here indicated as Pop1 and Pop2, clustered just beyond the genetic 

threshold imposed by the clustering algorithm, suggesting a clear connection to biovar Psa1. 

The biovar Psa2 is instead plausibly native of Korea, where it was reported first in 1988 in Jeju 

island (Koh et al., 1994) and afterward in the other Korean kiwifruit cultivation areas (Koh et 

al., 2010). To date, Psa2 has never been reported elsewhere. It is characterized by the presence 

of a cluster of genes for coronatine production (Han et al., 2003). The strains belonging to Psa2 

group together in our analysis; however, strains isolated from 1999 to 2010 in different location 

of Jeollanam and Jeju provinces are separated from strains isolated in Wando, Jeonnam 
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province, during 2013, in both hierarchical clustering and DAPC with proper statistical support, 

possibly representing two somewhat different Psa2 groups. 

The group corresponding to biovar Psa3 has been steadily recognized with all the grouping 

methods. First, it includes all the strains isolated from any outbreaks outside of Southeastern 

Asia without any exception. Then, it includes all the strains representatives of documented Psa3 

outbreaks in the last years in both Korea and Japan, i.e. the strains from the Korean outbreak 

occurred since 2014, first in Jeju Island and in Jeollanam and Gyeongnam provinces soon after, 

as result of a possible introduction of contaminated pollen from China (Kim et al., 2016), and 

the eight strains representing the first Psa3 outbreak in Japan in 2014 (Sawada et. al., 2015). 

The Psa3 cluster also includes strains from several areas of China, i.e. Shaanxi, Sichuan, 

Anqing, and Kunmin. Some of them, isolated in Shaanxi in 2010, has been correlated to the 

New Zealand outbreak (Butler et al., 2013; Ciarroni et al., 2015), but the remaining has never 

been described before. A significant step forward to understand the main routes of transmission 

of Psa3 has been made through the comparison of Integrative and Conjugative Elements (ICEs) 

providing evidences for three independent contamination events that led to epidemics in New 

Zealand (Pac_ICE1), Europe (Pac_ICE2) and Chile (Pac_ICE3) (Butler et al., 2013; Butler & 

Poulter, 2015). Our hierarchical clustering not only distinguished three sub-clusters within 

Psa3, fitting perfectly with this subdivision but also portrayed additional independent groups 

epitomizing the existence of further genetic variants in China, as also recently reported (He et 

al., 2019). As for biovar Psa1, two groups and 1 singleton (Pop4, Pop9 and Pop8, respectively 

in Figure 3) cluster autonomously just above the genetic threshold that outlines the border of 

biovar Psa3 group, advising for some relationship with this. One of them, Pop4, is constituted 

by strains isolated in 2012 in Guizhou, a mountain region in the southwest of China 

characterized by a multifaceted topography and different microclimates that gave rise to a great 

diversity in the taxa of the genus Actinidia (Ferguson & Huang, 2007); for the same reason, it 
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seems plausible that a distinct variant of Psa, or rather of Psa3, has evolved there. The second 

cluster, Pop9, is conversely composed by strains isolated in three regions of Central China, all 

characterized by temperate climate: Shaanxi (Xi’an), Sichuan (Deyang), and Anhui (Anqing, 

Yuexi). This group deserves particular attention for being distributed in the most important 

kiwifruit cultivation areas of China, probably since a long time ago, and for being consequently 

at high risk of diffusion abroad. Within Pop9 fall also two strains from the Jiading district, a 

suburban area of Shanghai, where Actinidia cultivation is factually absent and thus the infected 

plants were probably introduced from elsewhere. The singleton KKB1531, here Pop8, is a 

unique strain isolated in 2015 from red-fleshed kiwifruit in Bongkae, Korea, whose origin 

cannot be further ascertained. 

Since 2010 a new biovar named Psa5, with distinct physiological and genetic features, was 

detected on yellow-fleshed kiwifruit plants cv. Hort16A in the Northwest part of the Kyushu 

Island (Saga prefecture) with symptoms less severe than usual; genomic studies demonstrated 

a relevant genetic affiliation with biovar 2 (Fujikawa & Sawada, 2016). However, despite the 

intense monitoring of Psa carried out in all Japan, Psa5 was never found elsewhere (Sawada & 

Fujikawa, 2019). Our data fit again with all these observations grouping these strains 

independently with 100% bootstrap support but being at the same time rather correlated to 

biovar 2. 

A similar history took place for Psa6 when diseased plants were noticed in a central area of 

Honshu Island on green-fleshed Actinidia deliciosa cv Hayward in 2015. The associated strains 

again showed peculiar phenotypic and genetic features justifying its acknowledgment of new 

biovar Psa6 (Sawada et al., 2016). Here the four Psa6 isolates shared an identical haplotype in 

this analysis and coherently clustered apart from the others with full statistical support in all 

the attempted approaches. 
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Finally, three additional groups and one singleton come distinctly out from any clustering 

referable to known biovars as above described.  

The group Pop6 is constituted by three Korean strains isolated in Goheung, Jeollanam province, 

from diseased plants of Yellow-king and Hongyang cultivars and reported as first occurrence 

of Psa3 in Korea in 2011 (Koh et al., 2012) as consequence of the introduction of infected plant 

material from China (Kim et al., 2016). The apparent incongruency of clustering outside Psa3 

group is instead a further proof of the reliability of our analytical approach; a genomic study 

indeed demonstrated that they are distinguishable from other Psa3 strains for the presence of a 

very large plasmid and a different Pac_ICE, named Pac_ICE7_kr (Butler et al., 2015), thus 

belonging to a virulent Psa alternative to Psa3.  

Another distinct group, Pop5, includes few strains from Shimen county, Hunan province, in 

the south side of the Yangtze River, where only a few scattered Actinidia orchards are present 

(Ferguson & Huang, 2007). Again, it is conceivable that geographic isolation has led to an 

endemic form of Psa. 

The group Pop7 encompasses four strains, three from China (Xianyan and Baoji, Shaanxi, 2010 

and Anqing, Anhui, 2013) and one from Korea (Jocheon, Jeju Island, 2014), proving evidence 

of another lineage shared among different countries, which could have been transmitted in 

recent times.  

Finally, the last singleton (Pop3) appears in the analysis, the strain KCTC23665 isolated in 

Jeollanam, Korea, in 1989, which unexpectedly is separated from strains KCTC23663 and 

KCTC23664 of the same geographic and time origin. This discrepancy, hardly explainable by 

consistent biological means, might be related to inaccuracies during routine renewals in long-

time storage. 

Considering the above, the MLVA enlarged assay, coupled with the approaches to data 

analyses here described, proved a strong consistency with most of the Psa population structure 



 

92 

 

as currently depicted by many different studies and regardless of the used methods. But it also 

is the reason why, in our opinion, the new suggestions arising from this research should have 

to be duly taken into account. Indeed, this study provides evidence that the genetic variability 

of Psa is still far from being exhaustively described.  

Whilst it is confirmed that only Psa3 has outcrossed the boundaries of the south-eastern Asiatic 

area becoming responsible for the worldwide pandemic, nonetheless, several other types of Psa 

seem to be scattered throughout Asia. Our present results seemingly advise for a substantial 

equilibrium in genetic richness in this area, being the Chinese strains scattered in five, Japanese 

in six and Korean in eight of the 14 groups depicted. However, we still deem the highest 

variability resides in China for various reasons. Firstly, at least some of the outbreaks in Korea 

and Japan, i.e. those referable to Psa3, are reported as consequences of the introduction of 

contaminated material from China (Koh et al., 2012; Kim et al., 2016; Sawada & Fujikawa 

2019). The second descends as ecological deduction, considering both the enormous diversity 

of natural environments where kiwifruit grows in China, in term of land vastity, richness of 

diverse biological niches, and number of domesticated and wild Actinidia species, and that Psa 

is likely capable of infecting all of them as well as other wild plant species there (Liu et al., 

2016). This also reflects on the hypothesis that all the research efforts aimed to monitor the 

disease and to estimate Psa diversity in both Japan and Korea could have almost completely 

elucidated their respective contexts, while we could have just seen the tip of the iceberg about 

the Chinese situation. Feasibly, only in-depth investigation on wild Actinidia species in natural 

uncontaminated environments scattered through south eastern Asia could shed light on this 

very intricate scenario. In the light of these considerations, the improvement of specific and 

highly sensitive molecular typing tools, like the assay reported here, could make easier and 

more effective not only to investigate about the presence of Psa but even to discriminate 
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thoroughly its variants in order to track the diffusion pathways of known populations as well 

to promptly recognize the advent of new conceivable Psa types 

 

Table II: Poppr population statistics. 

Pop N MLG lambda E.5 Hexp 

Biovar1 10 7 0.84 0.938 0.264 

Pop2 2 2 0.5 1 0.421 

Pop1 2 2 0.5 1 0.211 

Biovar3 79 37 0.93 0.597 0.128 

Biovar5 4 4 0.75 1 0.158 

Biovar6 4 1 0 NA 0 

Pop3 1 1 0 NA NA 

Biovar2 17 17 0.94 1 0.271 

Pop6 3 2 0.44 0.899 0.035 

Pop7 4 4 0.75 1 0.123 

Pop8 1 1 0 NA NA 

Pop4 5 2 0.32 0.725 0.021 

Pop9 17 4 0.7 0.89 0.145 

Pop5 3 1 0 NA 0 

Total 152 85 0.97 0.626 0.537 
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 Supplementary materials of article 1 
 

 

 
 

 

Figure S1:  Genotype accumulation curve for 152 isolates of P. syringae pv. actinidiae, the x-axis represents the 

number of loci that were randomly sampled 1000 times up to (n 1) loci while the y-axis represents the number of 

unique MLGs observed in the dataset. The dashed lines at the plateau indicate that enough number of loci was 

used to discriminate between individuals.  
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Figure S2:  STRUCTURE and CLUMPP analysis run with K = 5, burnin period = 1000 and MCMC reiterations 

10000. a) Delta K values calculated by Evanno’s method to infer the number of groups that best suits the data. b) 

Population genetic structure of a selection of 34 individuals of P. syringae pv. actinidiae used as a “control 

dataset”.  
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Figure S3: Discriminant analysis of principal component (DAPC) of the “control dataset”. a) Bayesian 

information criterion (BIC) as a function of the number of clusters (K). b) Scatterplot of individuals arranged by 

groups on the two principal components of DAPC. c) Posterior assignment of individuals when K=5.  
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Table S1: Geographic origin and time of isolation of the 152 Psa individuals. 

 

N° Strain Country Region Year 

1§ KW30  Japan Chubu 1984 

2§ KW41 Japan Chubu 1984 

3§ KW1 Japan Chubu 1984 

4§ KW11 Japan Chubu 1984 

5 PA429 Japan unknown_J 1988 

6 PA459 Japan unknown_J 1988 

7 Jap2726 Japan Chubu 2009 

8 Jap2820 Japan Shikoku 2011 

9 Jap2818 Japan Chubu 2011 

10 Jap2819 Japan Chubu 2011 

11§ MAFF212101 Japan Kyushu 2014 

12§ MAFF212104 Japan Shikoku 2014 

13§ MAFF212113 Japan Fukuoka 2014 

14 MAFF212119 Japan Fukuoka 2014 

15 MAFF212122 Japan Kyushu 2014 

16 MAFF212110 Japan Kansai 2014 

17 MAFF212121 Japan Kyushu 2014 

18 MAFF212145 Japan Kyushu - 

19 SUPP3069 Japan Chubu 2014 

20§ MAFF212055 Japan Kyushu 2012 

21§ MAFF212059 Japan Kyushu 2012 

22§ MAFF212063 Japan Kyushu 2012 

23§ MAFF212060 Japan Kyushu 2012 

24§ MAFF212133 Japan Chubu 2015 

25§ MAFF212134 Japan Chubu 2015 

26§ MAFF212137 Japan Chubu 2015 

27§ MAFF212142 Japan Chubu 2015 

28 KCTC23663 Korea Jeollanam-do 1989 

29 KCTC23664 Korea Jeollanam-do 1989 

30 KCTC23665 Korea Jeollanam-do 1989 

31 KN2 Korea Unknown_K 1997 

32§ CJW7 Korea Jeju-do 1999 

33§ JYG2 Korea Jeollanam-do 1999 

34§ WGE12 Korea Jeollanam-do 1999 

35 K5 Korea Jeju-do 2008 

36 YCS2_1 Korea Jeju-do 2008 

37 JJ18 Korea Jeju-do 2008 

38 K8 Korea Jeju-do 2008 
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39 KGY1_2 Korea Jeju-do 2008 

40 KBE9 Korea Jeju-do 2008 

41 JYSS04-136 Korea Jeollanam-do 2008 

42 Kor09-PJC-7 Korea Jeju-do 2009 

43 Kor10-KBE-29 Korea Jeju-do 2010 

44 SYS1 Korea Jeollanam-do 2011 

45 SYS2 Korea Jeollanam-do 2011 

46 SYS4 Korea Jeollanam-do 2011 

47 K133WD Korea Jeollanam-do 2013 

48 K134WD Korea Jeollanam-do 2013 

49 K131WD Korea Jeollanam-do 2013 

50 K132WD Korea Jeollanam-do 2013 

51 K134KBS Korea Jeollanam-do 2013 

52 KTS1471 Korea Jeju-do 2014 

53 KJB1451 Korea Jeollabuk-do 2014 

54§ YBH1561 Korea Jeollanam-do 2015 

55§ LCH1571 Korea Jeollanam-do 2015 

56 KKB1531 Korea Jeju-do 2015 

57§ KHH1651 Korea Gyeongsangnam-do 2016 

58§ M23 China Shaanxi 2010 

59§ M122 China Shaanxi 2010 

60 M218 China Shaanxi 2010 

61 M228 China Shaanxi 2010 

62 CH2010-5 China Shaanxi 2010 

63 CH2010-6 China Shaanxi 2010 

64 CH2010-7 China Shaanxi 2010 

65 LOLO-15 China Guizhou 2012 

66 LOLO-20 China Guizhou 2012 

67 LOLO-28 China Guizhou 2012 

68 LOLO-32 China Guizhou 2012 

69 LOLO-38 China Guizhou 2012 

70 Haxa2 China Shaanxi 2012 

71 Haxa3 China Shaanxi 2012 

72 Haxa5 China Shaanxi 2012 

73 Haxa7 China Shaanxi 2012 

74 Hym2 China Sichuan 2012 

75 Hym3 China Sichuan 2012 

76 Hym4 China Sichuan 2012 

77 JILO-21 China Anhui 2012 

78 JILO-23 China Anhui 2012 

79 JILO-24 China Anhui 2012 

80 JILO-26 China Anhui 2012 
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81 JILO-27 China Anhui 2012 

82 JZHY7 China Anhui 2013 

83 JZZM11 China Anhui 2013 

84 SH5 China Shangai 2013 

85 SH28 China Shangai 2013 

86 SCHY24 China Sichuan 2012 

87 SCHY25 China Sichuan 2012 

88 HWD3 China Shaanxi 2012 

89 HWD4 China Shaanxi 2012 

90 HWD5 China Shaanxi 2012 

91 DSF-1 China Shimen 2015 

92 DSF-2 China Shimen 2015 

93 DSF-3 China Shimen 2015 

94 YN-8 China Kunmin 2017 

95 YN-9 China Kunmin 2017 

96 YN-10 China Kunmin 2017 

97§ Eu-3F France Rhone Alpes 2010 

98 Eu-9F France Rhone Alpes 2010 

99§ D_2.34a Germany Bavaria 2013 

100§ TEIC-801 Greece Central Macedonia 2014 

101 TEIC-805 Greece Central Macedonia 2014 

102 TEIC-806 Greece Central Macedonia 2014 

103 TEIC-807 Greece Central Macedonia 2014 

104 TEIC-819 Greece Central Macedonia 2014 

105 TEIC-823 Greece Central Macedonia 2014 

106 TEIC-824 Greece Central Macedonia 2014 

107 TEIC-826 Greece Central Macedonia 2014 

108 GR1 Greece Central Macedonia 2014 

109 GR2 Greece Central Macedonia 2014 

110 GR3 Greece Central Macedonia 2014 

111 GR4 Greece Central Macedonia 2014 

112 GR5 Greece Central Macedonia 2014 

113 Ita92 Italy Latium 1992 

114 CFBP7285 Italy Veneto 2008 

115 CFBP7286 Italy Latium 2008 

116 CFBP7287 Italy Latium 2008 

117§ F2VT Italy Latium 2017 

118 F8VT Italy Latium 2017 

119 F9VT Italy Latium 2017 

120 F8LT Italy Latium 2017 

121 F10LT Italy Latium 2017 

122 F13LT Italy Latium 2017 
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123§ Eu-834 Portugal Norte 2011 

124 Eu-822 Portugal Norte 2011 

125 Eu-832 Portugal Norte 2011 

126§ Eu-830 Spain Galicia 2011 

127 Eu-829 Spain Galicia 2011 

128§ LSV38-71 Switzerland Canton of Geneva 2011 

129§ ICMP18839 New Zealand Bay of Plenty 2011 

130§ ICMP18875 New Zealand Bay of Plenty 2011 

131 ICMP19200 New Zealand Auckland 2011 

132 ICMP18708 New Zealand Bay of Plenty 2010 

133 ICMP18800 New Zealand Bay of Plenty 2010 

134 RT802 New Zealand Bay of Plenty 2015 

135 RT811 New Zealand Bay of Plenty 2015 

136 RT812  New Zealand Bay of Plenty 2015 

137 LS2A New Zealand Bay of Plenty 2016 

138 AF868 New Zealand Auckland 2014 

139 AF807 New Zealand Far North 2014 

140 AF907 New Zealand Waikato 2014 

141 AF862 New Zealand Auckland 2014 

142 AF813 New Zealand Auckland 2014 

143§ Chile-6 Chile VII Reg Maule 2013 

144 Chile-16 Chile VII Reg Maule 2013 

145 Chile-25 Chile VIII Reg Bio Bio 2013 

146 ICMP19438 Chile VII Reg Maule 2011 

147 ICMP19439 Chile VII Reg Maule 2011 

148 ICMP19456 Chile VII Reg Maule 2010 

149§ Psa1.1 Argentina Mar del Plata 2014 

150 Psa1.2 Argentina Mar del Plata 2014 

151 Psa2.2 Argentina Mar del Plata 2014 

152 Psa2.3 Argentina Mar del Plata 2014 
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Table S2: PCRs amplification protocol for the detection of the 19 VNTR loci selected in this 

study. 

 

Locus 

Initial 

denaturation 

Cycle Number of 

cycles 

Final 

extension Denaturation Annealing Extension 

C° s C° s C° s C° s n C° s 

PSA01 95 300 95 30 57 30 72 30 35 72 600 

PSA03 95 300 95 30 59 30 72 30 35 72 600 

PSA04 95 300 95 30 60 30 72 30 35 72 600 

PSA05 95 300 95 30 59 30 72 30 35 72 600 

PSA06 95 300 95 30 56 30 72 30 35 72 600 

PSA07 95 300 95 30 57 30 72 30 35 72 600 

PSA08 95 300 95 30 59 30 72 30 35 72 600 

PSA09 95 300 95 30 62 30 72 48 35 72 600 

PSA10 95 300 95 30 59 30 72 30 35 72 600 

GM254 95 300 95 30 55 30 72 30 35 72 600 

GM1553 95 300 95 30 52 30 72 30 35 72 600 

GM1834 95 300 95 30 55 30 72 30 35 72 600 

GM4076 95 300 95 30 66 45 72 30 35 72 600 

TR14I 95 300 95 30 53 30 72 30 35 72 600 

TR30I 95 300 95 30 53 30 72 30 35 72 600 

TR1II 95 300 95 30 59 30 72 30 35 72 600 

TR2II 95 300 95 30 59 30 72 30 35 72 600 

TR3II 95 300 95 30 59 30 72 30 35 72 600 

TR11II 95 300 95 30 60 30 72 30 35 72 600 
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Table S3: Number of repetitions for each of the 19 VNTR loci detected through MLVA 

analysis.  

 
 

 

 

 

Table S4: Pseudomonas syringae pv. actinidiae strains grouped by their relative MultiLocus 

Genotypes (MLGs) matching the country of origin. 

 

MLG Country Strains 

MLG1 China DSF-1, DSF-2, DSF-3 

MLG2 China JZZM11 

MLG3 Korea SYS2 

MLG4 Korea SYS1, SYS4 

MLG5 China LOLO-28 

MLG6 China LOLO-15, LOLO-20, LOLO-32, LOLO-38 

MLG7 Korea KKB1531 

MLG8 Korea Kor10-KBE-29 
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MLG9 Korea JYSS04-136 

MLG10 Korea Kor09-PJC-7 

MLG11 Korea KGY1_2 

MLG12 Korea YCS2_1 

MLG13 Korea K133WD 

MLG14 Korea K134KBS 

MLG15 China SH5, SH28 

MLG16 China JZHY7 

MLG17 Korea KTS1471 

MLG18 China M228 

MLG19 China M218 

MLG20 Korea KCTC23665 

MLG21 Japan MAFF212133, MAFF212134, MAFF212137,MAFF212142 

MLG22 China Hym2, Hym3, Hym4 

MLG23 China JILO-21, JILO-23, JILO-24, JILO-26, JILO-27 

MLG24 China Haxa2, Haxa3, Haxa5, Haxa7, HWD3, HWD4, HWD5 

MLG25 Korea CJW7 

MLG26 Korea WGE12 

MLG27 Korea JJ18 

MLG28 Korea KBE9 

MLG29 Korea JYG2 

MLG30 Japan MAFF212063 

MLG31 Japan MAFF212055 

MLG32 Japan MAFF212060 

MLG33 Japan MAFF212059 

MLG34 Korea K8 

MLG35 Korea K5 

MLG36 Korea K134WD 

MLG37 Korea K132WD 

MLG38 Korea K131WD 

MLG39 China SCHY24 

MLG39 China SCHY25 

MLG40 Japan MAFF212145 

MLG41 Chile ICMP19438, ICMP19439 

MLG42 New Zealand LS2A 

MLG43 New Zealand AF813 

MLG44 Portugal Eu-822 

MLG45 France Eu-9F 

MLG46 New Zealand ICMP18708, RT811 

MLG47 China CH2010-5, CH2010-6, CH2010-7 

MLG48 China M23, M122 

MLG49 Greece GR3 

MLG50 
Greece TEIC-824, GR5 

Italy F10LT, F13LT 

MLG51 Greece GR2, GR4 
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MLG52 Italy F8LT 

MLG53 Italy F2VT 

MLG54 Italy CFBP7287 

MLG55 Italy CFBP7286 

 

MLG56 

 

France Eu-3F 

Italy F8VT, F9VT 

Portugal Eu-832 

 

MLG57 

 

Germany D_2.34a 

Greece 
TEIC-801, TEIC-805, TEIC-806, TEIC-807, TEIC-819, 

TEIC-823, GR1 

Italy CFBP7285 

Portugal Eu-834 

Spain Eu-830 

Switzerland LSV38-71 

MLG58 New Zealand AF907 

MLG59 New Zealand ICMP18875 

MLG60 Greece TEIC-826 

MLG61 Korea KHH1651 

MLG62 Chile Chile-6, Chile-16, Chile-25, ICMP19456 

MLG63 Korea KJB1451 

MLG64 China YN-8 

MLG65 China YN-9, YN-10 

MLG66 New Zealand AF868, AF807, AF862 

MLG67 Korea YBH1561 

MLG68 Korea LCH1571 

MLG69 New Zealand RT802 

MLG70 New Zealand RT812 

 

MLG71 

 

Japan 
MAFF212101, MAFF212104, MAFF212113, MAFF212122, 

MAFF212110, MAFF212121, SUPP3069 

New Zealand ICMP19200, ICMP18800 

Argentina Psa1.1, Psa1.2, Psa2.2, Psa2.3 

MLG72 Japan MAFF212119 

MLG73 Spain Eu-829 

MLG74 Korea KN2 

MLG75 Japan Jap2819 

MLG76 Japan Jap2820 

MLG77 Japan Jap2818 

MLG78 Korea KCTC23663 

MLG79 Korea KCTC23664 

MLG80 New Zealand ICMP18839 

MLG81 Japan PA429, PA459 

MLG82 Japan Jap2726 

MLG83 Japan KW1 

MLG84 Japan KW11, Ita92 

MLG85 Japan KW30, KW41 
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Table S5: Assignment of the 152 Pseudomonas syringae pv. actinidiae strains to different 

groupings according to the three analytical methods used. For hierarchical clustering, the 

numbering corresponds to clusters described in Figure 3, whilst for STRUCTURE and for 

DAPC the numbering corresponds to the highest percentage of posterior assignment.  

 

Strain Hierarchical clustering STRUCTURE DAPC 

KW30 1 6 10 

KW41 1 6 10 

KW1 1 6 10 

KW11 1 6 10 

PA429 1 9 10 

PA459 1 9 10 

Jap2820 1 6 1 

KCTC23663 1 6 10 

KCTC23664 1 6 10 

Ita92 1 6 10 

MAFF212055 5 10 12 

MAFF212059 5 10 12 

MAFF212063 5 10 12 

MAFF212060 5 10 12 

MAFF212133 6 12 13 

MAFF212134 6 12 13 

MAFF212137 6 12 13 

MAFF212142 6 12 13 

MAFF212101 4 5 4 

MAFF212104 4 5 4 

MAFF212113 4 5 4 

MAFF212119 4 5 4 

MAFF212122 4 5 4 

MAFF212110 4 5 4 

MAFF212121 4 5 4 

MAFF212145 4 5 4 

SUPP3069 4 5 4 

KJB1451 4 5 4 

YBH1561 4 5 4 

LCH1571 4 5 4 

KHH1651 4 5 4 

M23 4 5 4 

M122 4 5 4 
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CH2010-5 4 5 4 

CH2010-6 4 5 4 

CH2010-7 4 5 4 

JZZM11 4 5 4 

SCHY24 4 5 7 

SCHY25 4 5 7 

YN-8 4 5 4 

YN-9 4 5 4 

YN-10 4 5 4 

Eu-3F 4 5 5 

Eu-9F 4 5 5 

D_2.34a 4 5 5 

TEIC-801 4 5 5 

TEIC-805 4 5 5 

TEIC-806 4 5 5 

TEIC-807 4 5 5 

TEIC-819 4 5 5 

TEIC-823 4 5 5 

TEIC-824 4 5 5 

TEIC-826 4 5 5 

GR1 4 5 5 

GR2 4 5 5 

GR3 4 5 5 

GR4 4 5 5 

GR5 4 5 5 

CFBP7285 4 5 5 

CFBP7286 4 5 5 

CFBP7287 4 5 5 

F2VT 4 5 5 

F8VT 4 5 5 

F9VT 4 5 5 

F8LT 4 5 5 

F10LT 4 5 5 

F13LT 4 5 5 

Eu-834 4 5 5 

Eu-822 4 5 5 

Eu-832 4 5 5 

Eu-830 4 5 5 

Eu-829 4 5 5 

LSV38-71 4 5 5 

ICMP18839 4 5 4 

ICMP18875 4 5 4 

ICMP19200 4 5 4 



 

111 

 

ICMP18708 4 5 4 

ICMP18800 4 5 4 

RT802 4 5 4 

RT811 4 5 4 

RT812 4 5 4 

LS2A 4 5 4 

AF868 4 5 4 

AF807 4 5 4 

AF907 4 5 4 

AF862 4 5 4 

AF813 4 5 4 

Chile-6 4 5 4 

Chile-16 4 5 4 

Chile-25 4 5 4 

ICMP19438 4 5 4 

ICMP19439 4 5 4 

ICMP19456 4 5 4 

Psa1.1 4 5 4 

Psa1.2 4 5 4 

Psa2.2 4 5 4 

Psa2.3 4 5 4 

CJW7 8 8 9 

JYG2 8 8 9 

WGE12 8 8 9 

K5 8 8 9 

YCS2_1 8 8 9 

JJ18 8 8 9 

K8 8 8 9 

KGY1_2 8 8 9 

KBE9 8 8 9 

JYSS04-136 8 8 9 

Kor09-PJC-7 8 8 9 

Kor10-KBE-29 8 8 9 

K133WD 8 8 14 

K134WD 8 8 14 

K131WD 8 8 14 

K132WD 8 8 14 

K134KBS 8 8 14 

Jap2818 3 3 1 

Jap2819 3 6 1 

Jap2726 2 6 1 

KN2 2 3 1 

KCTC23665 7 2 1 
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LOLO-15 12 13 11 

LOLO-20 12 13 11 

LOLO-28 12 13 11 

LOLO-32 12 13 11 

LOLO-38 12 13 11 

DSF-1 14 12 3 

DSF-2 14 12 3 

DSF-3 14 12 3 

SYS1 9 4 8 

SYS2 9 4 8 

SYS4 9 4 8 

KTS1471 10 12 2 

M218 10 12 2 

M228 10 12 2 

JZHY7 10 12 2 

KKB1531 11 1 2 

SH5 13 11 2 

SH28 13 11 2 

Haxa2 13 7 6 

Haxa3 13 7 6 

Haxa5 13 7 6 

Haxa7 13 7 6 

Hym2 13 7 6 

Hym3 13 7 6 

Hym4 13 7 6 

JILO-21 13 7 6 

JILO-23 13 7 6 

JILO-24 13 7 6 

JILO-26 13 7 6 

JILO-27 13 7 6 

HWD3 13 7 6 

HWD4 13 7 6 

HWD5 13 7 6 
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 : Olive Diseases   

 Olive (Olea europaea L.) 

        Olive is one of the most ancient cultivated fruit crops in the Mediterranean basin. Its 

cultivation started in the eastern Mediterranean area and later spread worldwide. The 

Phoenicians, Greeks, and Romans contributed to the expansion of olive cultivation  (1). Olive 

(Olea europaea L.) belongs to the Oleaceae family, which contains 600 species within 30 

genera. The genus Olea includes 30 species, of which only Olea europaea is cultivated and has 

spread to Europe, Asia, Oceania and Africa (2). Olive is considered, as a Mediterranean climate 

tree. 

The olive tree is vulnerable to pest and disease attack. Causal agents are either present in the 

area, or recently introduced, or have evolved. In addition, some causal agents are well known 

to have been endemic for a long time, while others are epidemic, in the sense that they have 

emerged or migrated from other hosts or places (3). Insect species (4), viruses and virus-like 

pathogens (5),  nematodes (6), Phytoplasma (7), fungi (8,9) and bacterial species vary in their 

effect on olive (10–12). 

          Bacterial diseases are some of the most important diseases due to the difficulties of 

control. Of two bacterial diseases that attack olive, the olive knot is endemic and has long been 

known; it is caused by Pseudomonas savastanoi pathovars. The other disease is an epidemic 

that appeared recently in southern Italy, which causes severe death to trees and is known as 

olive quick decline syndrome (OQDS) (13). 

     The Mediterranean basin is a very important area of olive production, and olive trees are a 

typical landscape feature. Nowadays there are approximately 805 million olive trees 

worldwide, 98% of which are in the Mediterranean countries (14). Mediterranean countries 

produce more than 90% of the world’s olives. The olive sector in the Mediterranean basin leads 

world olive production, as 97% of olive production comes from this area (12). Currently, Italian 

olive production ranks second after Spain, which produces approximately 7,875,800 tonnes, 

while Italy produces 2,940,545, Greece 2,000,000, Turkey 1,676,000, and Tunisia 1,100,000 

(FAO STAT,2013). Italy produces about 27% of the total EU olive production (FAO STAT, 
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2013). Olive quick decline syndrome in southern Italy has emerged as a major threat, not only 

within the EU or Mediterranean basin but at the global level (13). 

  

 Knot diseases  

    Overgrowth and knots on olive trees have been noted since they were observed around 300 

BC by ancient Greek botanist Theophrastus. The bacteria were isolated by Arkangeli and 

savastanoi, who experimentally fulfilled Koch’s postulate (15). The disease is caused by the 

gram-negative bacteria Pseudomonas savastanoi pathovars, which belong to the Pseudomonas 

syringae pathovars (16). 

Knot disease causes rapid cell development in infected tissue, and excessive growth leads to 

abnormal growths called tumours, galls, or knots. These formations can be seen clearly on the 

aerial parts of the infected plant, mostly on stems and twigs, but not often on leaves and fruits 

(17). The presence of knots has been detected in different members of plant families including 

Oleaceae (Olive, Jasminum, Forsythia, Phillyrea, and Ligustrum), Fabaceae (Retama), 

Rhamnaceae (Rhamnus), Myrtaceae (Myrtus), or Apocinaceae (Nerium, Mandevilla) and 

Lythraceae pomegranate  (18–22). The bacterium causes different types of symptoms on ash 

(Fraxinus excelsior), with the development of vertical and lateral cracks rather than tumours 

or knots (23–25). The disease is different from the black knot caused by the fungal agent 

Apiosporina morbosa, which attacks plum, prune, and cherry (26). 

 Importance and distribution of the disease  

     The gram-negative bacteria Pseudomonas savastanoi pathovars are the causal agents of 

knot and canker disease. The disease is considered to be one of the extreme diseases attacking 

olive plants under favourable conditions (temperature and relative humidity), causing crop 

losses and severe damage in olive groves (27). Bacterial attack reduces tree vigour over time, 

as a result of heavy tumours, tree defoliation, and branch dieback, which in turn reduce the 

quality and quantity of olive production (28,29). Olive knot is a common disease that occurs in 

almost all regions of the world where olive is grown. The disease is present in Europe, Asia, 

America, Africa, Australia, and New Zealand (30), but there is no exact estimate of losses due 

to this disease. As regards oleander, there is usually no serious threat to overall plant health 

(31). The spread of the disease is associated with bacterial existence.  

        .  
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FIGURE 13: World distribution of olive knot disease 

 

 Epidemiology 
 

    Pseudomonas savastanoi exists as an epiphyte on olive trees, where it can survive and 

multiply, and the bacterium also exists as an endophyte (32). Pseudomonas savastanoi will 

quickly deteriorate when it reaches the soil (33,34).  Different methods have been reported for 

the spread of the bacteria in the field. For example, it spreads over long distances on infected 

plant material, and can thus enter new areas besides spreading locally. Its spread in local areas 

or over short distances by rain and wind has been proved experimentally (35). It can also be 

spread by agricultural practices like pruning, grafting, irrigation and fruit harvesting (36). The 

involvement of the fruit fly in the bacterial spread has not been observed  (29,31), except for a 

recent study (16,37) the reported olive fly as a vector over a short distance. The population size 

of the bacteria when present in leaves will be affected by the environmental conditions; while 

the bacteria can decline in dry cold weather, it can be seen to reach a higher level in warm and 

wet weather conditions. The increase in population size was reported to be high in spring and 

fall/autumn (38). Different bacterial species were detected on olive leaf surfaces, including 

three Pantoea agglomerans, Xanthomonas campestris and Pseudomonas savastanoi (28).  

Other species such as Erwinia toletana, and other bacteria from the genera Burkholderia, 

Hafnia, Pseudomonas and Stenotrophomonas were also reported in different studies (39). 
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 Taxonomy  

Domain: Bacteria 

        Phylum: Proteobacteria 

            Class: Gammaproteobacteria  

                Order: Pseudomonadales 

                    Family: Pseudomonadaceae 

                        Genus: Pseudomonas syringe complex 

                            Species: Pseudomonas savastanoi    

The pathogen belongs to the so-called Pseudomonas syringae complex. Pseudomonas syringae 

species complex is subdivided into more than 60 pathovars based on pathogenicity and host 

range, but it is divided into nine genomospecies based on DNA–DNA hybridization, and finally 

into 13 phylogenetic groups based on multilocus sequence analysis (19,40). Pseudomonas 

savastanoi is placed in genomospecies 2 Based on DNA-DNA relatedness (17,41,42) and 

phylogroup 3 based on MLST analysis of housekeeping genes (43). Pseudomonas savastanoi 

contains six pathovars, which have been classified on the basis of their host range and genetic 

information. These were initially pv. savastanoi, pv. phaseolicola, and glycinea (44), and then 

pv. fraxini and nerii (17), and retacarpa were added later (45). 

 Characterization of the pathogen 
 

       Pseudomonas savastanoi  (17,42) is a gram-negative, rod-shaped, non-spore forming, an 

anaerobic bacterium with one to five polar flagella for motility. It is generally 0.4 -0.8-1.0–3.0 

mm diameter in length, and optimum temperatures for growth are between 25–30 °C. 

Regarding its biochemical properties, it is Levan negative, oxidase negative and catalase-

positive, and on King’s B medium the bacteria produce a weak, blue-green fluorescent pigment 

(Smith, 1908).  According to (20),  Pseudomonas savastanoi strains were placed in the Ib group 

according to the LOPAT identification scheme. The bacterial biochemical tests are oxidase, 

arginine dehydration, and potato rot negative; it shows catalase-positive, and hyper-sensitivity 

in tobacco leaves is positive), also with the presence of some Levan positive (46). The six 

pathovars of Pseudomonas savastanoi can infect a wide range of herbaceous and woody plants, 

and develop different types of symptoms, which vary from leaf spots and blights to soft rots of 

fruits, wilts, scabs, overgrowths, and cankers based on the host (47). Overgrowths and cankers 
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represented our 4 pathovars. (48,49) has reported the particularity of olive and fraxini strains 

to be specific to olive and fraxini plants, while nerii is able to infect oleander and susceptible 

olive cultivars. Further investigation over the years has revealed the strain’s pathogenicity and 

ability to attack different hosts. For example, the strains found on olive, jasmine, privet, 

pomegranate, Forsythia spp., and Phillyrea spp. belong to pathovar savastanoi, while pathovar 

nerii was found on oleander, pathovar fraxini was detected and isolated from ash, and then 

pathovar retacarpa was found on Retama sphaerocarpa. All these pathovars are responsible for 

the formation of knots or canker on the above-mentioned plants (31).  There is a wide range of 

diversity among Pseudomonas savastanoi pv. savastanoi strains, for example, they vary in 

virulence, and their effects vary from high to low according to olive cultivar. Other differences 

were also noticed in their motility, colony size, and morphology, and the size of tumours they 

produce in olive explants (25). Concerning the phenotypic differences, Levan positive was 

identified, and non-pigmented producing strains were also found (49,50).  

   In addition to these pathovars, Pseudomonas savastanoi includes two other pathovars: 

glycinea, which is responsible for bacterial blight of soybean, and pathovar phaseolicola, which 

is responsible for Halo blight of bean (Phaseolus vulgaris L.) (47). 

 

  The disease processes 
 

       Pseudomonas savastanoi pathovars colonized the lower surface of the leaves (17), in stems 

and leaves where the bacteria can multiply (51). The bacterium has been detected in the natural 

openings of the leaves, such as the stomata, and in symptomless plants (52). The population 

size of the bacteria when present in leaves will be affected by the environmental conditions. 

While the bacteria can decline in dry cold weather, it can reach a higher level in warm and wet 

weather conditions. Population size was reported to increase more in spring and fall/autumn 

(53). A crucial step for many plant pathogenic bacteria in their disease process is to be in 

contact with the hosts. The presence of epiphytic or endophytic phases of Pseudomonas 

savastanoi does not initiate the disease but these are considered the major source of available 

inoculum for its development (28). The bacteria may attack any type of wounds in the plant 

organs due to pruning, shoot emergence, and frost or hail injuries, insects, winds and birds or 

any mechanical damage (52). The bacteria can start the infection with low to medium 

temperatures of 5-27 °C but the development of symptoms depends on favourable conditions, 

such as temperature and humidity, mainly in fall and spring (36). The saprophytic phase of the 
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P. savastanoi could become pathogenic at any time, according to the weather conditions, 

inoculum, and availability of wounds (21). The bacteria can survive inside knots, which play a 

very important role as a source of inoculum, and spread the pathogen under favourable 

conditions, such as wind, rain and frost or other conditions. On all hosts, the pathogen initially 

colonizes the tissues around the wounds and disrupts the integrity of the host cells by degrading 

the cell wall with enzymes and indole acetic acid (IAA) production (55), which results in bores 

filled with bacteria. The bacteria produce IAA, which causes the plant tissue to increase in size 

(hypertrophy), and then the cells start divide abnormally (hyperplasia). Finally, there is a 

differentiation of certain cells of the hyperplastic area, elements of xylem and phloem  (56).  

 

Figure 14: The disease process of olive knot caused by Pseudomonas savastanoi pv. savastanoi 

 Symptoms  
 

          It is easy to recognize the symptoms of the olive knot in the field. The most noticeable 

symptoms on olive tree or oleander are the hyperplastic growths of tumorous galls or knots, 

and these overgrowth tissues can easily be seen on the stems and branches of the host plant 

(21). Their presence on the leaves and fruits of olive is unusual but has been observed (19). 
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     A cross-section of a knot on olive shows a dark core surrounded by healthy tissue. The 

symptoms on olive of heavy infection can cover the entire branch of the infected tree. In 

oleander, besides the symptoms mentioned, the bacterium also deforms the flowers and seed 

pods, and/or decreases blooming, and causes the death of pistils (18). The symptoms are a little 

different on ash since there are no tumours, but cankers or wart-like excrescences are present 

(57). Different virulence factors contribute to the formation of the olive knot, as will be 

discussed next. 

 

 

 

Figure 15: Knot disease symptoms : (A) Knots on Olive twigs;  (B) Horizontal cut on knot; (C) Oleander knots;(D) 

Canker on Ash ; (E) Infected olive tree. 

 

 Pathogenicity and virulence factors   
 

       Different systems are used by bacterial plant pathogens to invade the host plant. The role 

of these systems in the invasion is to damage the host cells and/or subvert its immune system 

so that the pathogen can become established and multiply in the new environment (24,58). 

Pseudomonas syringae pathovars have a wide range of important factors that play diverse roles 

in pathogenicity and virulence. These include regulation phytotoxins, cell wall-degrading 
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enzymes, extracellular polysaccharides, iron uptake systems, resistance to plant-derived 

antimicrobials, adhesion, and the general processes of motility and chemotaxis (59). In the 

olive knot pathogen, many virulence factors have been identified as playing a role in the 

development of knot disease, but the most important ones are phytohormones, Type III 

secretion system (T3SS) and its effectors, and quorum sensing (QS)(19).  

     The pathogen Pseudomonas savastanoi pv. savastanoi uses several virulence factors that 

help it to invade the plant and form the knots. Phytohormones used are mainly indole-3acetic 

acid (IAA) and cytokinin. Studies have proved that the development of overgrowth is due to 

the production of indole-3acetic acid (IAA) and cytokinin by the bacteria (60). Indole-3acetic 

acid (IAA) is involved in the modification of plant cell size and rapid cell division using a 

pathway different from the one used in the plant to grow (61–63). In this pathway, the iaaM 

gene converts the tryptophan into indole acetamide iaaM, then the iaaH gene catalyzes the 

conversion of IAM into IAA. The activities of the iaaM, and iaaH genes which convert 

tryptophan 2-monooxygenase and indole acetamide hydrolase and the two enzymes produced 

by these two genes catalyze the synthesis of IAA from L-tryptophan (21,64). 

 

 

FIGURE 16: INDOLE ACETIC ACID PATHWAYS (61). 

 

       Cytokinin plays a crucial role in plant development. There is a positive correlation between 

Pseudomonas savastanoi pv. savastanoi and pv. neri strains in the production of large knots 
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(65). Cytokinin is involved in knot formation as a contributor to tumour formation but is not 

essential. In other words, it helps to increase the size of the knots, but not to form them (61). 

Another possible factor is the phytohormone ethylene, which is produced by the plant due to 

the presence of the pathogen Pseudomonas savastanoi. the role of this compound in addition 

to its involvement in abscission and senescence, ethylene is also responsible for chlorosis of 

the plant tissues (60,64).  

      The Type III secretion system (TTSS) determined by the hrp and/or hrc gene clusters is an 

important factor used by P. savastanoi pathovars and is also a character among different plants 

and animals gram-negative bacterial pathogen. Through the Type III secretion system, the 

pathogen delivers multiple molecules (proteins) into plant cells to start the infection, subvert 

the immune system and damage the plant cells (66). There are more than 40 effecters present 

in the P. savastanoi pv. savastanoi  genome and each one or group attacks a different part of 

the host cell; some effectors attack plant immunity, and others attack plasma membrane 

components   

     The involvement of the Type III secretion system (TTSS) determined by the hrp and/or hrc 

gene clusters was demonstrated in the knot formation, whereas it plays a key role in secreted 

phytohormones or virulence factors and other metabolic pathways (67). 
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Figure 17:Type III secretion system (TTSS) and effectors delivery (68,69). 

 

This idea was supported by a study  (70) that proved that the necrosis of the hyperplastic tissue 

in Pseudomonas savastanoi pv. savastanoi is based on T3SS.  An additional aspect that has an 

effect on tumour size is cyclic diguanylate (c‐di‐GMP), a secondary messenger in bacteria that 

controls exchange between mobile and fixed lifestyles (29). In agreement with what has been 

mentioned above different factors have been identified as involved in knot formation, such as 

Type II and IV secretion system genes, tolerance and detoxification of reactive oxygen species 

genes, a methyl-accepting chemotaxis protein gene, the production of complex molecules of 

the cell wall (71). The woody host and Pseudomonas (WHOP) region which is comprised of 

15 kb gene clusters used to metabolize the phenolic compounds, was identified and found to 

be involved in knot formation in  Pseudomonas savastanoi pv. savastanoi  (68).  Plasmids and 

insertion sequences pathogens can acquire new genes that can be helpful to the pathogen for 

adaptation or colonization of a new environment have also been found to be involved in 

pathogenicity and virulence activities (60,72).    

          In addition to growth regulator factors,  (73) have pointed out the involvement of other 

virulence factors in knot formation. A sort of cooperation and communication (Quorum sensing 
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molecules) between Pantoea agglomernas and Erwinia toletana strains and Pseudomonas 

savastanoi was found to be involved in increase knot formation  (74). 
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Abstract 

Pseudomonas savastanoi is a bacterial species included in the Pseudomonas syringae complex, 

that is further subtyped in pathovars causing a group of diseases of woody plants, such as “knot 

disease” on olive and oleander and bacterial canker on ash. All these diseases are present in the 

Mediterranean area for a long time so that this species can be considered an endemic pathogen. 

Here, an MLVA approach was developed to assess genetic relationships among and within 

these pathovars, with a specific focus on P. savastanoi pv. savastanoi. Analysing the genome 

of the P. savastanoi pv. savastanoi strain NCPPB 3335 (accession n°CP008742), 14 Tandem 

Repeat (TR) loci were identified and corresponding primers were designed and used for the 

amplification of genomic DNAs from 84 strains belonging to Pseudomonas savastanoi 

pathovars. The data were analysed using different approaches, hierarchical clustering, 

STRUCTURE, and DAPC, to evaluate the effectiveness of the assay in depicting pathovars 

and population structure of the pathogen. Results reveal a very complex articulation of genetic 

relationship as expected for a long-time evolving pathogen, being however able to discriminate 

the pathovars each other. At intrapathovar level, the MLVA assay cluster together isolates 

mainly according to their hosts and geographic origin and resulted particularly useful in 

identification and tracking P. savastanoi populations at local level. 

 

 

Keywords: knot disease, VNTR, tandem repeats, MLVA, DAPC, population structure, endemic disease.  
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INTRODUCTION 

The term “Knot disease” in plant pathology describes the excessive growth of plant tissues or 

organs that leads to hyperplastic and/or hypertrophic masses in the shape of tumours or knots. 

These formations can be clearly observed on the aerial parts of diseased plants mostly on the 

woody parts of the plant, such as stem, branches or twigs, more rarely on leaves and fruits. 

The disease is in general caused by the Gram-negative bacterium Pseudomonas savastanoi   

(1–5). It is a monomorphic pathogenic gamma-proteobacterium species belong to 

genomospecies 2 of the Pseudomonas syringae complex (6).  At the moment, six pathovars 

have been described within this species: pv. savastanoi   (7,8), pv.  fraxini and pv. nerii (1), 

and pv. retacarpa (9). They attack different members of plant families including Oleaceae 

(Olea europaea, Jasminum officinalis, Forsythia spp, Phillyrea spp, and Ligustrum 

japonicum), Fabaceae (Retama), Rhamnaceae Rhamnaceae spp. Myrtaceae (Myrtus 

communis), Apocinaceae (Nerium oleander, Mandevilla sanderi) and Lythraceae (Punica 

granatum) (10–13). In ash, the symptoms are slightly different, being tumors or knots rather 

substituted by vertical and lateral cracks and canker along with the plant (14). Then, two 

pathovars are currently classified under this species: pv. phaseolicola  (8,15) is responsible 

for the halo blight of beans (Phaseolus vulgaris L.) (16), an exception was reported that some 

strains of pv. phaseolicola attack mulberry (17), while pv. glycinea  (18), the causal agent of 

bacterial halo blight of soybean (Glycine max) and restricted to this host. Pseudomonas 

savastanoi pathovars are classified based on host range and genetic information (19). Early 

studies have focused on the differentiation and clarification of different pathovars using 

different morphological, serological, physiological, nutritional, biochemical, numerical 

taxonomy and DNA-DNA hybridization (1,8). These methods have shown during the time 

some limitations, especially when differentiation or relatedness at strain level are required  
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(20). The movement of goods around the world and open borders have facilitated the diffusion 

of plant diseases through the movement of pathogens into a new area, and climate change has 

helped the emergence or re-emergence of new pathogens which negatively effect on food 

production (21). It is very important to understand how a pathogen emerges and adapts to the 

environment. Population genetic analysis could be the best tool to understand the previous 

two concepts (22). Knowledge of population genetics has been increased by coalescent theory, 

computational methods, and molecular biology, which have opened up the genomic era (23). 

          Only a few tools have been developed to investigate in detail and understand the genetic 

diversity among the strains of Pseudomonas savastanoi pathovars. The need for a reliable 

method that can accurately discriminate between strains for crop surveillance, outbreak 

investigation, and study the evolutionary of plant pathogens to establishing disease control 

strategies is a must (24). Molecular typing methods are fast and powerful tools that enable us 

to differentiate closely related strains, as a fast tool in an epidemiological survey, to determine 

the relatedness among the strains and to track their origin and pathways of spread. Also, 

molecular approaches can well define the evolutionary, host adaption and genetic diversity 

(25–27). Furthermore, it could reveal the biological features of the pathogen that can affect 

virulence, pathogenicity, and host specificity, helping us to set up sustainable control 

measures  (28,29). 

         The first approach applied to study Pseudomonas savastanoi was (RFLP) Restriction 

Fragment Length Polymorphism on a group of Italian strains from olive, oleander, and ash for 

evaluating differences among these strains (30). In other studies, the genetic diversity of 

Pseudomonas savastanoi   pathovars strains was calculated using repetitive PCR and Random 

amplification of polymorphic DNA (RAPD) methods to understand the relationships between 

the strains and their geographical distribution (26,31) 
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         Further, fluorescent amplified fragment length polymorphism (f-AFLP) analysis was 

also used to understand the genetic variability among the pool of representative strains from 

different olive regions around the world (32).  In Spain, Quesada and others have investigated 

the genetic diversity of Pseudomonas savastanoi pv. savastanoi using the Insertion element 

(IS53) for typing (33). More recently, (13) have studied the genotypic diversity of 

Mediterranean populations using repetitive element palindromic polymerase chain reaction 

rep-PCR and multilocus sequence typing (MLST) of four different genes, gap, gltA, gyrB, 

and rpoD.  Despite some good results obtained by these methods, still, they are facing 

struggles such as being laborious and time-consuming, and often being poorly reproducible, 

which is the hardest limitation to compare results across laboratories (34,35). MLST is one of 

the best and widest applied methods for subtyping bacterial plant pathogens, but it also has 

limits. However, the results obtained by MLST are similar to that one obtained by DNA-DNA 

hybridization in the P. syringae complex (36). Indeed, the housekeeping genes sequences 

compared in this method can have very small amount of sequence diversity between 

individuals of the same species, which results in failures when the aim is to resolve the 

evolutionary patterns of the bacterial populations (37), or to understand the populations pattern 

of highly homogeneous bacterial pathogens (38). In recent years whole-genome sequencing 

(WGS) and (SNPs) have been widely applied to different bacteria, including Pseudomonas 

savastanoi pathovars (39–42). These methods provide all the details about the entire genome 

sequences, but their cost is high, require advanced next-generation sequencing technologies, 

and most of all, they require high knowledge and computational biology skills, as well as 

devoted infrastructural facilities (43,44).  

           MLVA (Multiple Loci Variable number of tandem repeat Analysis) is a very promising 

typing technique. This molecular method is based upon the calculation of Variable copy 

Numbers of Tandem Repeats (VNTR). Tandemly repeated sequences (TR loci) have been 
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found scattered throughout the prokaryotic and eukaryotic genomes (45,46) and are among 

the most variable regions in bacterial genomes. Therefore, MLVA has the potential to resolve 

the genetic diversity of monomorphic pathogens. TRs occur in the genome due to a mismatch 

in DNA strands during replication (slipped-strand mispairing) or DNA recombination error 

(47,48). TRs have been found to play an important role in bacterial adaption (49), phase 

variation (47), speed of loss gene disorder (50) they facilitate evolutionary change (51,52) 

genome plasticity and variation (53). In order to calculate these TRs, PCR primers must be 

designed from the conserved region around these TRs, while the differences among the strains 

could be measured by the capillary electrophoreses and translated numerically after the 

calculation of these loci by detracting the right and the left flanking regions from the 

amplicons from PCR and dividing the remaining length by the size of the corresponding repeat 

unit in that locus. The generated numeric data can be exchanged among laboratories around 

the world via the public MLVA database (38). 

       Indeed, its great discriminatory power for the strains based on differences in the number 

of the repeats in each locus generated by amplification of the genomic DNA of several loci 

results in a high level of polymorphism (54). In addition, MLVA is a fast procedure for 

monitoring short-term, local outbreaks of bacterial pathogens revealing insights about the 

relationships at a microevolutionary level (55). 

         MLVA methodology primarily was developed for Haemophilus influenza strains and 

bacterial human pathogens (56–58), and animal pathogens (59).  MLVA was applied for the 

first time for the plant pathogenic bacteria Xylella fastidiosa  subtyping (60), and after that, it 

has been used in a wide range for subtyping plant pathogenic bacteria such as Xanthomonas 

citri pv. citri  (61,62), Xanthomonas arboricola pv. pruni (63), Pseudomonas syringae pv. 

maculicola; and Pseudomonas syringae pv. tomato (64), Xanthomonas oryzae pv. oryzicola 

(35), Ralstonia solanacearum (65), Clavibacter michiganensis subsp. michiganensis  (66), 
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Erwinia amylovora (67) (Bühlmann et al., 2014), Pseudomonas syringae pv. actinidiae (68), 

and Ralstonia solanacearum (69).  

        In this study, we identified for the first time VNTRs loci, and designed an MLVA assay, 

to recognize Pseudomonas savastanoi pathovars, and understand genetic relationships between 

populations within Pseudomonas savastanoi pv. savastanoi in a wide collection of strains 

including worldwide isolates from an olive orchard from one region and a single tree of the 

same field. 

MATERIAL AND METHODS 

Bacterial strains and growth conditions 

The study was conducted on a group of 84 strains of Pseudomonas savastanoi (Psv) strains 

representative of the pathovars savastanoi, neri, fraxini, retacarpa, and phaseolicola.               

Sixty-two strains were obtained from the DAFNE collection, the University of Tuscia in 

Viterbo, and from CIHEAM collection in Bari. Twenty-four additional samples were isolated 

from an olive orchard in Viterbo, Italy, 14 of them were collected randomly in the orchard, 

whilst 10 were obtained from a single tree. The bacteria were grown on King's B medium (KB) 

at 28°C for 48hrs before DNA extraction. 

Genomic DNA extraction  

Genomic DNA was extracted from freshly grown colonies using the QIAGEN kit (GmbH, 

Germany) following the manufacturer's instruction. DNA quantification was obtained by a 

Qubit Fluorometer (Invitrogen, Life Technologies Italia, Monza, Italy), then its concentration 

was adjusted to 40 ng/μl with TE (10mMTris-HCl, 1mM EDTA) buffer at pH 8.0, before 

storage at -20 C° until use. The identity of all the strains as Pseudomonas savastanoi was 

confirmed through iaal gene amplification (70). 

Tandem repeats identification and design of VNTR primers 

The complete genome sequence of the Pseudomonas savastanoi pv. savastanoi strain NCPPB 

3335 (Gene Bank accession number CP008742) was analyzed for the presence of candidate 

VNTR loci using Tandem Repeats Finder program (71) with the following parameters: tandem 

repeat ranges from 50 to 1000 bp, repeat unit length from 5 to 300 bp and similarity higher 

than 80% within the copies of the tandem repeat array.  
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The VNTRs matching the predicted polymorphism size among savastanoi, neri, and fraxini 

pathovars were selected. In order to confirm the presence of these regions in all the available 

WGS sequences, both the right and left flanking regions of about 100 bp each was confirmed 

by BLAST (72). Primer pairs were designed by Primer3plus software 

(http://www.bioinformatics.nl/cgi-qbin/primer3plus/primer3plus) in the flanking regions of 

each selected tandem repeat.  

PCR amplification, agarose gel electrophoresis. 

The selected VNTR loci were amplified using a C1000™ Thermal Cycler (Bio-Rad, USA). 

Each PCR reaction mix contained 12.5 µL 2X GoTaq® master mix (Promega, Madison, USA), 

9.5 µL nuclease-free water and 1 µL (40 ng) of template DNA, and 1µL of forward primer and 

1μl reverse primer corresponding to 10 μM concentration, primers reported in Table (I) to a 

final volume of 25 µL. All the PCR reactions were run with an initial denaturation step of 5 

min at 94°C followed by 35 cycles at 94°C for 30 seconds, 50 °C to 67°C (depending on the 

primer pair) for 30 seconds and 72°C for 2 minutes with a final extension step of 10 min at 

72°C. PCR products were separated on 1.5% agarose gels and visualized under UV upon Gel 

Red® Nucleic Acid to confirm positive amplification. A random selection of samples 

underwent Sanger sequencing to check the number of tandem repeats. 

VNTR analysis by capillary electrophoresis 

The amplicons were analyzed using a QIAxcel multi-capillary electrophoresis system 

(QIAGEN, Milan, Italy). A DNA High-Resolution gel cartridge and the OM800 method were 

used to estimate amplicons sizes below 600 bp, whereas the OM500 method was used for 

amplicons larger than 600 bp, with the following run parameters: 10s of sample injection time; 

5kV of sample injection voltage; 3kVof separation voltage for 700s of separation time while 

for the OM500, that is characterized by higher separation voltage (5kV) and shorter separation 

time (500 s). The final results were analyzed and interpreted by means of the Screen gel 

software (QIAGEN), which gives estimates of both size and concentration of amplicons.  

Data analysis 

      The data matrix containing the tandem repeats number for 15 different loci, among 84 

isolates, was imported into R version 3.4.4 (73) and transformed into genind object using the 

R package adegenet 2.1.1 (74). All the analyses of population structure and genetic diversity 

were performed using R packages poppr, version 2.8.1 (75,76), adegenet 2.1.1 (74), and ade4 



 

135 

 

version 1.7-13 (77). R package vegan, version 2.5-4, was used to calculate the genotype 

richness and evenness (78). 

In order to reveal the population structure, a hierarchical clustering analysis was performed 

with hclust() function of the package stats (73), using Bruvo’s distance and UPGMA algorithm. 

The result was visualized as a dendrogram with the R package factoextra version 1.0.5 (79). 

Furthermore, poppr bruvo.boot() function was used to calculate Bruvo’s distance with 

bootstraps and a cut-off threshold of 80 was set. 

      The population structure was also evaluated using STRUCTURE software version 2.3.4  

with K number set from 2 to 10 and 10 iteration runs per each K (80). Plus, the Evanno method 

was applied to obtain the optimal ΔK estimation (81). STRUCTURE results were combined 

using the CLUMPP algorithm through clumppExport() function of the same package and 

visualized with the function plotQ(). 

   A Discriminant Analysis of Principal Component (DAPC) was carried out using the R 

package adegenet (82). The Bayesian Information Criterion (BIC) and the function xval.Dapc() 

was used to evaluate the number of clusters to be selected and the correct number of principal 

components to retain. 

RESULTS  

        The investigation of the Pseudomonas savastanoi pv. savastanoi genome sequence 

NCPPB 3335 by TRF program resulted in about 110 candidate-VNTR loci. The comparison 

of the candidate loci against the WGS of P. savastanoi strains available in NCBI showed that 

less than 30% of these loci varied in size. A total of 20 candidate-VNTR loci having a match 

percentage higher than 90% were selected and respective primer pairs were designed 

consequently. The TRs characteristics,  sequence of the primers, the position of the amplicon 

along the reference genome of NCPPB 3335, and, where relevant, the putative gene functions 

are indicated in Table I. The 20 VNTRs loci were amplified on the 84 isolates for a total of 

1680 reactions. The amplicons were separated via the QIAxcel multi-capillary electrophoresis 

system. Five of the 20 loci gave multiple products or a lack of reproducibility, which prompted 

their exclusion from further analysis. 
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TABLE III: SHOWS TRS CHARACTERISTICS, PUTATIVE GENE FUNCTION, PRIMERS, AND ANNEALING TEMPERATURE. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Name  of 
TRs 

TR unit 
length 
(bp) 

TRs 
length 

start- 
end 

Gene function Primers 

 

TRsav1 

9 158 995987 Hypothetical protein FR:ATTTCCTGAGCGTCCTGTGT 

996340 RV:ATTAAAGTGTTGATTCTTTC 

 

TRsav2 

6 152 1659360 Tellurium resistance protein Tera FR: CTTGAACCGCTGGCAAAA 

1659565 RV:CCGAAACCGGCGCTGGATTT 

 

TRsav3 

7 166 1988604 Glycosyl transferase FR: ATCTGGTGGGTTTCATGACC 

1990085 RV: CTCTGCATAATCGTATCCCT 

 

TRsav6 

7 193 935627 Flavodoxin FR:CTGGTGGATAACCGTCAGGT 

938149 RV:AGCTGATCGAGCAAGGACGT 

 

TRsav7 

8 179 2469543 Transposase FR: CTTGCCCATCTTGTCGACTT 

2469753 RV:GGCAACGCGCAGGCTCTGGA 

 

TRsav8 

6 153 5324874 DNA topoisomerase IV subunit A FR: CGACCGTGAACAGAACTG 

5325044 RV: ACCGCCAGATCGGTCACATA 

 

TRsav10 

8 169 2528494 4-hydroxy-tetrahydrodipicolinate 
synthase 

FR: GATGCTGGCTGAGGGTTG 

2528694 RV: GCGCAGATGCCCTGTCGATC 

 

TRsav11 

6 175 2659925 heme ABC transporter ATP-binding 
protein CcmA 

FR: GCTCAATCTGTTGTGGGTTG 

2660123 RV:CTGCTGCCCGGCCGACAAGG 

 

TRsav13 

24 130 1219712 Hypothetical protein FR: AAGATTTGGTACGCCAGCAG 

1219889 RV: GGTTTTACAGGTGGCCTCAC 

 

TRsav15 

8 

  

194 

  

134818 unknown  

  

FR: TTTGATGATCAGCCTTCGTG 

135075 RV: GGCGCGATGATGGAGCGG 

 

TRsav16 

6 133 259976 Hypothetical protein FR: GTCAGATGCTTTTGGCTTGA 

260396 RV:TGGAGATCCCTTTATTAATGAC 

 

TRsav17 

6 187 495079 Phosphodiesterase FR: ACCTATGGCGTGGTCGATAC 

495294 RV: TTGTGTCGATCGTCATGATT 

 

TRsav18 

9 157 996131 Hypothetical protein FR: ATAACCAGTCCGCGAGCTAA 

996323 RV: TGTTTCATGAGCTAGAGAAA 

 

TRsav19 

7 173 1990097 GDP-mannose dehydrogenase FR: TAAGTCAGTTGCGAGCCTCA 

1990297 RV: GACTCCCGAAGGCAAGCGCG 

 

TRsav20 

8 149 3346599 unknown  FR: GGTTCACTGCATCAAACCAG 

3346771 RV: ATGGGCGAGGGTTGCTGTTC 
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The total number of alleles in the final 14 VNTR loci resulted to be 129, ranging from only 2 

alleles for TRsav 8 and TR sav17 loci, to a maximum of 30 alleles in the locus TRsav16 (data 

not shown).  

    The final data matrix containing the number of repeats was imported on R version 3.4.4 (73) 

and transformed into genind object using the R package adegenet 2.1.1 (74).  In order to discard 

duplicated genotypes and to remove biases they could induce, the clonecorrect () function of 

the R package poppr was used to remove the clones and collapse the 84 individuals to 78 unique 

multilocus genotypes (MLGs). To evaluate if the number of loci was enough to describe the 

diversity between individuals, the genotype_curve() function of the poppr package was used 

with 1000 randomly sampling, to create the curve represented in (Fig. 1), where the number of 

n-1 loci show that the number of loci used can totally discriminate the individuals (76). 

 

 

 

 

 

 

 

 

Figure 18: Genotype accumulation curve for 84 isolates of Pseudomonas savastanoi. The x-axis represents the 

number of loci that were randomly sampled 1000 times up to (n-1) loci while the y-axis represents the number of 

multilocus genotypes observed up to 78 MLGs in the dataset. The dashed lines at the plateau indicate that enough 

number of loci were used to discriminate between individuals. 
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The poppr() function from the same R package was used to obtain the diversity indexes 

reported in (TableIII). More specifically, besides the number of individual (N) and MLG per 

population, the expected MLG (eMLG) represents the number of MLG at the lowest sample 

size. Simpson’s Index (λ), which is a measure of the probability that two randomly selected 

genotypes are different from each other, indicates that the Pseudomonas savastanoi pv. 

savastanoi clade, the more populated in the data set, resulted to be also the more diverse. 

Genotype Evenness (E.5) measures the genotype abundances within a population. In this case, 

Pseudomonas savastanoi pv. fraxini and Pseudomonas savastanoi pv. phaseolicola resulted to 

be the ones with the highest genotype diversity. Finally, Nei’s diversity is the average genetic 

diversity per locus, also defined as expected heterozygosity (Hexp), which is highest for 

Pseudomonas savastanoi pv. savastanoi.  
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Table IV: Numbers of strains of each population, the number of multilocus genotypes, The expected number of 

MLG, Evenness, and diversity indices (Simpson’s, Nei's gene diversity and) for each population
5 

   
Pseudomonas savastanoi   
pathovar 

N MLG eMLG E.5 lambda Hexp 

savastanoi  60 55 9.810206 0.905049 0.978889 0.640589 

fraxini 11 11 10 1 0.909091 0.415931 

nerii 10 9 9 0.9517 0.88 0.383704 

phaseolicola 2 2 2 1 0.5 0.133333 

retacarpa 1 1 1 NA 0 0 

Total 84 78 9.88875 0.923356 0.985544 0.657298 

 

 

Hierarchical clustering  

      The hierarchical clustering performed using Bruvo’s distance and UPGMA as 

agglomerative algorithm generated the dendrogram showed in (Fig. 2), with bootstrap values 

higher than 80%. According to the intrinsic nature of the method, the number of clusters 

depends on the choice of the threshold distance and thus, in this first step of the analysis, the 

organization of the groups was observed as it is, keeping the bootstrap values as a key point of 

the validation.  

        In the dendrogram, the Pseudomonas savastanoi pv. phaseolicola strains appear each 

other very similar, but also the most distant from all the other strains with a 100% bootstrap 

support, representing a sort of outgroup for the analysis. About the other pathovars, all the 

Italian strains belonging to the pathovar nerii clustered together; the only exception in pathovar 

nerii clustering regards the strain ITM305, which was instead isolated in California, USA, back 

in 1981. The same happens for the strains of pathovar fraxini, which again form a clear cluster 

without exclusion. These clusters are loosely related to a single strain (SUPP3085) isolated 

from olive in Japan and the only strain belonging to the pathovar retacarpa. 

       Then, the numerous strains belonging to the pathovar savastanoi show a quite scattered 

distribution along the dendrograms, providing for a large genetic variability. Nonetheless, 

several clusters are recognizable, often in clear relationship with the plant host, when it is 

different from olive, or with their geographical origin. The cluster “savast. C)”, formed by 

strains isolated from Jasminum, or the cluster “savast.G)” whose strains were obtained from 

 
  https://www.rdocumentation.org/packages/poppr/versions/2.8.3/topics/poppr 
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Ligustrum, are examples of liaison to host plant species, whilst geographic affinities referable 

to the country of isolation are clearly evident for clusters “savast. B)”-Albania, “savast. E)”-

Portugal, “savast. F)”-Morocco, “savast. H)”-Syria, and “savast. C)”-California. An 

independent position in the dendrogram is coherently occupied by single strains from Japan 

(SUPP3129 and SUPP3085) and from Tunisia (TN177). About Italian strains, it is of peculiar 

interest the grouping of a strain isolated from a single orchard in Viterbo, Italy, among which 

the strains isolated from a single tree furtherly group within an additional subcluster. 
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Figure 19: Dendrogram of 84 Pseudomonas savastanoi strains obtained based on Bruvo’s distance and UPGMA 

as algorithm, the bootstrap values (for 1,000 replicates) are given at the nodes. 
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STRUCTURE analysis   

The analysis of MLVA data using STRUCTURE software was run with K ranging from 2 to 

12, and 10 independent iteration runs for each K. The results were imported on R environment 

and Evanno’s method was applied using evannoMethodStructure() function in the R package 

pophelper (83) in order to obtain the optimal K value, which resulted to be 9, as shown in 

(Fig.3)  (81). 

 

 
 

Figure 20: Evanno’s graph showing the best ΔK when clustering 9 groups. 
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Thus, the 10 iterated results from K= 9, combined and merged using CLUMPP, are shown in  

 
 
Figure 21: Structure clump output for K = 9 following analysis of 84 isolates of Pseudomonas savastanoi, each 

strain represented by a single vertical line indicating its membership in each of K independent clusters. Pathovars 

indicated along the picture are separated by vertical black dashed lines. 

 

     In this figure, the percentage of assignment to each of the 9 groups as suggested by K 

analysis, is represented in the proportion of respective colours in individual bars. Here the 

previous clustering is quite well confirmed, at least for the pathovar fraxini (Cluster 3 – dark 

pink), including the exception of strain NCPPB1006, and the pathovar nerii (Cluster1 – 

orange), in which, however, two strains (ITM510 and PVBa219-2) show a deep admixture of 

possible clusters, as well as for the strain ITM305, already reported out of the cluster in 

hierarchical clustering. It has to be noted that here, the two phaseolicola strains didn’t show a 

clear fitting to a single cluster as in the previous analysis. The STRUCTURE grouping instead 

reveals a strong signal of independence for the savastanoi strains from Viterbo (Cluster 7 – 

black), from Greece (Cluster 8 – gray-green) and from Morocco and Syria (Cluster 9 – dark 

green), from USA and Pomarico, Italy (Cluster 5 – light green). All the others show a more or 

less significant grouping admixture. 

Discriminant analysis of principal components (DAPC) 

The DAPC analysis also supported the hypothesis of grouping the Pseudomonas savastanoi 

strains in 9 clusters as the best solution, according to the Bayesian Information Criterion, as 

showed in (Fig. 5).  
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Figure 22: Curve of the BIC trend when K ranges from 2 to 2 

 

 
Figure 23:  Scatterplot of genotypes in 9 groups according to DAPC. The individuals of the groups are 

distinguishable as in the present figure. 
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The resulting scatterplot (Fig.6)  shows the distribution of the clusters of the groups on LD axes 

when 15 principal components were retained and second and third linear discriminants were 

selected. Once again, the general structure of groups as reported from previous analytical 

approaches is conserved. Indeed, the strains belonging to pathovar fraxini cluster separately 

from all the others (group 5 – yellow), with the exception of strain NCPPB 1006, as well as 

pathovar nerii (group 3 – grey) and phaseolicola (group 2 – light blue). Then, the numerous 

strains of the pathovar savastanoi, even if scattered in many groups, present the usual admixed 

composition, represented by the overlapping of different ellipses descriptive of the same 

subgroups identified before.  

 

 

 

Figure 24: The barplot shows the posterior probability of the assignment of individuals in the 9 groups represented 

in different colours. 

 

 

DISCUSSION  

Molecular approaches are often used to define the evolutionary history, the host adaptation and 

the genetic diversity of a pathogen (25–27). Furthermore, they could reveal biological features 

influencing virulence, pathogenicity, and host specificity of the pathogen, which could, in turn, 

help us to define sustainable control measures (28,29,84). Of particular significance to 

understand the diffusion dynamics of plant bacterial pathogens are those molecular tools that 

allow discriminating between individuals of the same taxon according to host preferences, as 

well as time and geographic origin. As already mentioned in the Introduction, several methods 

have been already applied to ascertain the Pseudomonas savastanoi population structure. 
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Nonetheless, in this study, an MLVA assay, a method whose efficacy in resolving pathogenic 

bacterial epidemics have already been reported, was tested for the first time. 

        Hence, 14 TRs loci have been identified and an MLVA assay developed to investigate the 

genetic diversity and to infer the population structure within Pseudomonas savastanoi 

pathovars. The identified loci have proven to be able to provide enough information to disclose 

relationships among Pseudomonas savastanoi pathovars and strains.                             

     As a first observation, the assay seems to be able to assign the samples to respective 

pathovars, as particularly evidenced for the strains belonging to phaseolicola, neri, and fraxini 

pathovars. Some exceptions, however, as well as the scattered distribution of strains belonging 

to pathovar savastanoi, are signs that the very high efficacy of this method in revealing 

differences made it only partially suitable to assess this type of information. Moreover, 

molecular methods for such type of distinction are already available to the scientific community 

(85). 

When the data are instead analysed as a whole, the MLVA assay was able to provide 

information about population structure and to further separate strains in groups. Data 

elaboration was approached in three analytical methods and their congruence was investigated. 

Interestingly, the preliminary approach of both STRUCTURE, through Evanno’s method and 

DAPC, through the BIC criterion, proposed that nine should be the number of clusters best 

fitting to the variability of the input data set. This grouping was quite consistent between the 

two methods, in particular with the groups including strains of the pathovars phaseolicola, 

fraxini and nerii that were clearly defined, as well as with the group of strains isolated from a 

single orchard in Viterbo. Then, about the other groups STRUCTURE gave quite confusing 

results as demonstrated by strong admixture in posterior assignment to the defined groups. 

DAPC, as expected from its ability to maximize between-groups variance, assigned individuals 

to groups much more sharply. It was the hierarchical clustering based on Bruvo’s distance, 

producing more detailed results with a higher number of possible clusters, however, that 

suggested interesting connections of the clusters with the geographical origin of the included 

strains or with the respective host plant species.  

In any case, the overall framework depicted in this study indicates a huge amount of variability 

in Pseudomonas savastanoi in general and more specifically, for the pathovar savastanoi. The 

first explanation for this confidently resides in the heterogeneity of the collection analysed, 

which included strains of worldwide origin, from 13 different countries, and isolated in a time 

span of more than 50 years. It is a further confirmation that MLVA, relying on genetic elements 
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with a particularly high rate of mutation, has its application to the depiction of more specific 

situations, as, typically, clonal outbreaks and epidemics. 

This leads to another key point of this research, which concerns the analysis of strains isolated 

from knots collected contemporaneously from 10 olive plants in a small orchard (with a surface 

less than 1 hectare) in Viterbo, Italy, and from different knots of a single plant in the same 

orchard. In a situation like that, if the disease would have been related to an epidemic from an 

invasive bacterium, it would have been also logical to assume a substantial genetic 

homogeneity among its isolates, as in clonal outbreaks. In our case, instead, the level of genetic 

variability observed, even if less than between strains of diverse geographic origin, was still 

high, even from knots collected on a single plant. This can be in turn explained considering 

that P. savastanoi pv. savastanoi is not an epidemic but an endemic pathogen which is present 

in Italy for centuries. A long story of coevolution between the pathogen and its host plant has 

probably led to the differentiation of uncountable diverse genotypes so that even on a single 

plant, as for plant T2.7, multiple infections by different genotypes normally occurs.  

Also, the cluster of strains from this plant is included few strains isolated from other plants in 

the orchard, as few strains from the single plant cluster with those from other plants. This 

admixture on a very confined situation could be explained by human-mediated transmission of 

the bacterial infection from a plant to another during pruning practices by infected tools.  

In conclusion, for the first time, an MLVA assay was developed and applied to Pseudomonas 

savastanoi, aiming to investigate genetic relationships among a wide group of strains 

representatives of pathovars and with widespread geographic origin. The assay proved to be so 

much sensitive that was possible to distinguish isolates even from a single plant. Consequently, 

the most conceivable purpose of this method on an endemic pathogen as Pseudomonas 

savastanoi pv. savastanoi would be the analysis of very specific situations. Indeed, the method 

could be useful to investigate many biological facets such as how single genotypes are able to 

infect and colonize tissues and organs of the same plant, or to evaluate possible interactions 

between strains colonizing the same tissue, or even to reconstruct micro-evolutive trends during 

time in single plants or orchards, possibly in connection to changes in environmental conditions 

or in orchard management 
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 Supplementary materials of article 2 

  
Table S1. Pseudomonas savastanoi strains used in this study  

 
NAME POPULATION HOST COUNTRY CITY YEAR 

ITM301 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

USA California 1981 

ITM302 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

USA California 1981 

ITM304 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

USA California 1981 

ISPAT3PAITM909 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Portugal Evora 2001 

ISPAT5PAITM913 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Portugal Evora 2001 

ISPAT3PBITM916 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Portugal Evora 2001 

AL132 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Albania Durazzo 2006 

AL135 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Albania Durazzo 2006 

AL142 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Albania Fier 2006 

SYR617 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Syria n.d. 1984 

SYR194 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Syria Latakia 2006 

MA154 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Morocco Haouz 
(Marrakech Rmat) 

2006 

MA155 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Morocco Haouz 
(Marrakech Rmat) 

2006 

TN177 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Tunisia Tunisi 2006 

PZ1 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Pomarico,MT 1995 

PZ4 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Pomarico,MT 1995 

I-AP107 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Puglia 
(Locorotondo, BA) 

2005 

I-AP108 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Puglia 
(Locorotondo, BA) 

2005 

I-AP111 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Puglia (Tuturano, 
BR) 

2005 

I-AP113 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Puglia (Monte S. 
Angelo, FG) 

2005 

I-AP115 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Puglia (S. 
Giovanni 
Rotondo, FG) 

2005 

I-AP118 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Puglia (S. 
Giovanni 
Rotondo, FG) 

2005 

I-AP163 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Puglia (Valenzano, 
BA) 

2006 

I-AP164 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Puglia (Valenzano, 
BA) 

2006 
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PVFIA14 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Italia (Centro) n.d. 

SUPP3085 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Japan n.d. n.d. 

SUPP3129 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Japan n.d. n.d. 

PVFIF1 Pseudomonas savastanoi   
pv. fraxini 

Fraxinus sp. Italy n.d. n.d. 

PVFIF2 Pseudomonas savastanoi   
pv. fraxini 

Fraxinus sp. Italy n.d. n.d. 

PD539 Pseudomonas savastanoi   
pv. fraxini 

Fraxinus sp. France n.d. n.d. 

T5-1 Pseudomonas savastanoi   
pv. fraxini 

Fraxinus sp. France n.d. n.d. 

NCPPB3472 Pseudomonas savastanoi   
pv. fraxini 

Fraxinus sp. France Puy-de-DÃ´me. 1975 

ICMP9129 Pseudomonas savastanoi   
pv. fraxini 

Fraxinus sp. Netherland Walcheren 1982 

ICMP9131 Pseudomonas savastanoi   
pv. fraxini 

Fraxinus sp. Netherland Houten 1983 

PD161 Pseudomonas savastanoi   
pv. fraxini 

Fraxinus sp. Netherland n.d. 1979 

PD179 Pseudomonas savastanoi   
pv. fraxini 

Fraxinus sp. Netherland n.d. 1979 

NCPPB1464 Pseudomonas savastanoi   
pv. fraxini 

Fraxinus sp. UK n.d. 1963 

NCPPB1006 Pseudomonas savastanoi   
pv. fraxini 

Fraxinus sp. UK n.d. 1961 

ITM510 Pseudomonas savastanoi   
pv. fraxini 

Nerium 
oleander 

Italy Sibari 1983 

PVBA219-2 Pseudomonas savastanoi   
pv. fraxini 

Nerium 
oleander 

Italy n.d. 
 

ITM401 Pseudomonas savastanoi   
pv. fraxini 

Nerium 
oleander 

Italy TERMOLI,CB 1981 

ITM402 Pseudomonas savastanoi   
pv. fraxini 

Nerium 
oleander 

Italy TERMOLI,CB 1981 

ITM519 Pseudomonas savastanoi   
pv. fraxini 

Nerium 
oleander 

Italy Polignano 1982 

ITM602 Pseudomonas savastanoi   
pv. fraxini 

Nerium 
oleander 

Italy SIRMIONE 1985 

ITM717 Pseudomonas savastanoi   
pv. fraxini 

Nerium 
oleander 

Italy Bitonto, BA,A14 1985 

ITM718 Pseudomonas savastanoi   
pv. fraxini 

Nerium 
oleander 

Italy Bitonto, BA,A15 1985 

ITM719 Pseudomonas savastanoi   
pv. fraxini 

Nerium 
oleander 

Italy Bitonto, BA,A16 1985 

ITM305 Pseudomonas savastanoi   
pv. fraxini 

Nerium 
oleander 

USA CA 1981 

GTG19 Pseudomonas savastanoi   pv. 
savastanoi   

Jasminum sp. Greece n.d. 
 

GTG24 Pseudomonas savastanoi   pv. 
savastanoi   

Jasminum sp. Greece n.d. 
 

GTG26 Pseudomonas savastanoi   pv. 
savastanoi   

Jasminum sp. Greece n.d. 
 

ITM723 Pseudomonas savastanoi   pv. 
savastanoi   

Jasminum sp. Greece n.d. 1984 
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PBA208-1 Pseudomonas savastanoi   pv. 
savastanoi   

Ligustrum sp. Italy BARI 197? 

PBA215 Pseudomonas savastanoi   pv. 
savastanoi   

Ligustrum sp. Italy BARI 197? 

PBA218 Pseudomonas savastanoi   pv. 
savastanoi   

Ligustrum sp. Italy BARI 197? 

IPVBA2325 Pseudomonas savastanoi   pv. 
phaseolicola 

Phaseolus sp. 
 

n.d. 
 

NCPPB2571 Pseudomonas savastanoi   pv. 
phaseolicola 

Phaseolus sp. UK n.d. 1966 

CECT4861 Pseudomonas savastanoi   pv. 
retacarpa 

Retama 
sphaerocarpa 

Spain Madrid 1999 

T1_1 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Viterbo 2019 

T1_10 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Viterbo 2019 

T2_3 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Viterbo 2019 

T3_3 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Viterbo 2019 

T3_5 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Viterbo 2019 

T3_10 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Viterbo 2019 

T4_4 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Viterbo 2019 

T4_9 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Viterbo 2019 

T4_10 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Viterbo 2019 

T5_6 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Viterbo 2019 

T5_10 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Viterbo 2019 

T6_6 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Viterbo 2019 

T6_9 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Viterbo 2019 

T1_5 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Viterbo 2019 

T2_2 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Viterbo 2019 

T2_7_0 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Viterbo 2019 

T2_7_1 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Viterbo 2019 

T2_7_2 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Viterbo 2019 

T2_7_3 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Viterbo 2019 

T2_7_4 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Viterbo 2019 

T2_7_5 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Viterbo 2019 

T2_7_6 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Viterbo 2019 
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T2_7_7 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Viterbo 2019 

T2_7_8 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Viterbo 2019 

T2_7_9 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Viterbo 2019 

T2_7_10 Pseudomonas savastanoi   pv. 
savastanoi   

Olea 
europaea 

Italy Viterbo 2019 

 

 

 

 

 

 

 

 

 

 

Table S2 TRs results for each strain and the loci of Pseudomonas savastanoi   

 
Name TR1

sav 
TR2
sav 

TR3
sav 

TR6
sav 

TR7
sav 

TR8
sav 

TR10
sav 

TR11
sav 

TR13
sav 

TR15
sav 

TR16
sav 

TR17
sav 

TR18
sav 

TR19
sav 

TR20
sav 

ITM301 2 9 5 5 8 3 3 5 4 11 17 2 2 7 5 

ITM302 2 9 5 5 5 3 3 5 4 11 16 2 2 7 5 

ITM304 2 8 5 5 4 3 3 5 4 11 15 2 2 7 4 

ISPAT3PAIT
M909 

3 11 3 5 0 3 4 3 4 14 38 2 3 3 5 

ISPAT5PAIT
M913 

3 11 3 5 0 3 3 3 4 14 39 2 3 3 5 

ISPAT3PBIT
M916 

3 11 3 5 0 3 4 5 5 14 17 2 3 3 4 

AL132 5 5 3 3 5 3 2 3 5 21 12 2 3 5 7 

AL135 5 5 3 3 5 3 2 3 5 22 11 2 3 5 7 

AL142 5 5 3 3 5 3 2 4 5 19 15 2 3 5 7 

SYR617 4 12 6 2 3 3 4 4 5 12 8 2 4 5 7 

SYR194 4 12 6 2 3 3 4 4 5 12 8 2 4 5 7 

MA154 4 5 3 3 4 3 4 5 4 14 16 3 4 5 7 

MA155 4 5 3 3 4 3 4 5 4 14 16 3 4 5 7 

TN177 3 8 7 5 4 3 3 7 4 17 3 2 3 7 8 

PZ1 2 9 6 5 3 3 3 5 4 15 17 2 2 8 9 

PZ4 2 9 6 4 3 3 3 6 4 15 18 2 2 8 9 

I-Ap107 5 5 2 9 13 3 2 3 5 21 10 2 3 4 6 

I-Ap108 3 5 2 5 5 3 2 3 4 12 16 2 3 4 6 

I-Ap111 5 10 3 6 4 3 4 6 4 15 8 2 2 5 7 

I-Ap113 5 9 2 4 4 3 2 3 5 27 9 2 2 4 6 

I-Ap115 5 8 2 4 4 3 2 3 5 29 11 2 2 4 6 

I-Ap118 5 12 2 12 4 3 2 3 5 22 7 2 2 4 6 

I-Ap163 3 9 3 6 6 3 2 3 5 18 12 2 3 5 7 

I-Ap164 3 7 3 7 7 3 2 4 5 11 4 2 3 5 7 



 

158 

 

PVFiA14 4 11 3 4 4 3 3 4 5 22 13 2 4 3 3 

SUPP3085 4 13 2 5 2 3 3 7 4 14 6 2 4 1 0 

SUPP3129 3 9 4 2 5 3 3 5 4 15 7 2 3 3 5 

PVFiF1 3 8 3 4 2 3 2 7 2 14 4 2 4 4 0 

PVFiF2 3 8 2 4 2 3 2 7 2 14 4 2 3 2 3 

PD539 3 5 2 4 2 3 2 7 2 13 4 2 3 2 0 

T5-1 3 5 4 4 2 3 1 8 2 13 4 2 3 3 5 

NCPPB3472 3 8 2 4 2 3 2 9 2 14 4 2 3 4 7 

ICMP9129 3 6 2 3 2 3 2 6 2 16 4 2 3 4 7 

ICMP9131 3 6 2 3 2 3 2 8 2 15 4 2 3 4 7 

PD161 3 5 2 3 2 3 2 8 2 15 5 2 3 4 5 

PD179 3 5 2 3 2 3 2 8 2 14 4 2 3 4 6 

NCPPB1464 3 5 2 3 2 3 2 6 4 13 4 2 3 2 5 

NCPPB1006 2 8 2 2 3 3 2 5 2 14 8 2 2 3 0 

ITM510 0 9 4 6 6 3 2 3 5 3 0 2 0 5 5 

PVBa219-2 0 9 4 6 2 3 3 3 5 3 23 2 0 3 4 

ITM401 0 7 3 5 2 3 3 6 5 4 0 2 0 5 5 

ITM402 0 7 3 5 2 3 3 6 5 4 0 2 0 5 5 

ITM519 0 8 3 3 11 3 3 3 5 4 21 2 0 5 5 

ITM602 0 11 3 5 2 3 3 4 5 4 0 2 0 5 5 

ITM717 0 8 3 5 2 3 3 4 5 4 0 2 0 5 5 

ITM718 0 9 3 5 2 3 3 4 5 4 0 2 0 5 4 

ITM719 0 12 3 5 2 3 3 4 5 4 0 2 0 5 5 

ITM305 0 11 4 3 6 3 3 6 5 3 0 2 0 6 3 

GTG19 3 10 1 3 2 2 2 3 5 22 0 2 3 1 4 

GTG24 3 10 1 3 2 2 2 3 5 22 0 2 3 1 4 

GTG26 3 10 1 3 2 2 1 3 5 22 0 2 3 3 4 

ITM723 3 10 1 3 3 2 2 3 5 22 17 2 3 3 4 

Pba208-1 4 8 4 6 3 3 4 5 4 15 12 2 4 6 7 

Pba215 3 12 4 5 3 3 3 5 4 15 21 2 3 6 7 

Pba218 3 14 4 5 3 3 3 5 4 15 16 2 3 6 7 

IPVBa2325 0 10 1 0 0 2 48 3 4 2 4 2 0 15 5 

NCPPB2571 0 8 2 0 0 2 48 3 4 2 4 2 0 15 5 

CECT4861 2 8 2 7 0 3 4 0 4 17 4 2 2 12 0 

T1_1 3 12 4 6 6 3 2 4 5 21 19 2 3 6 2 

T1_10 3 9 3 7 4 3 3 4 3 20 7 2 3 5 3 

T2_3 3 12 3 6 5 3 2 4 5 20 14 2 3 6 2 

T3_3 3 7 2 7 4 3 2 4 3 21 9 2 3 5 3 

T3_5 3 12 3 6 5 3 2 4 5 17 17 2 3 6 2 

T3_10 3 10 2 6 6 3 2 4 5 17 20 2 3 5 2 

T4_4 3 15 3 6 5 3 2 4 5 17 15 2 3 6 2 

T4_9 3 14 3 6 5 3 2 4 5 17 14 2 3 5 2 

T4_10 3 14 3 6 5 3 2 4 5 17 13 2 3 5 2 



 

159 

 

T5_6 3 10 2 6 6 3 3 4 5 17 19 2 3 4 2 

T5_10 3 12 4 6 5 3 3 4 5 17 15 2 4 5 2 

T6_6 3 14 4 6 5 3 2 4 5 17 16 2 3 5 2 

T6_9 3 14 3 6 6 3 2 4 5 17 15 3 3 5 2 

T1_5 3 11 3 6 5 3 2 4 5 17 18 3 3 5 3 

T2_2 4 14 2 7 4 3 2 4 5 23 8 2 4 4 5 

T2_7_0 3 12 4 6 5 3 3 4 5 19 14 3 3 5 2 

T2_7_1 3 12 4 6 6 3 3 4 5 20 16 2 3 5 2 

T2_7_2 3 10 4 6 6 3 3 4 5 18 13 2 3 4 2 

T2_7_3 3 12 4 6 6 3 3 4 5 20 15 2 3 5 2 

T2_7_4 3 12 4 6 6 3 3 4 5 19 15 2 3 5 2 

T2_7_5 3 12 3 6 6 3 3 4 5 20 15 2 3 5 2 

T2_7_6 4 12 4 6 6 3 3 4 5 18 15 2 3 5 2 

T2_7_7 3 12 4 6 6 3 3 4 5 20 15 2 3 5 2 

T2_7_8 3 12 3 3 6 3 3 4 5 20 15 2 3 5 2 

T2_7_9 3 12 4 6 6 3 3 4 5 17 15 2 3 5 2 

T2_7_10 3 12 4 6 6 3 3 4 5 20 14 2 3 5 2 
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 : Olive quick decline syndrome  

 Disease description  

     This disease has expanded in a short time to many olive orchards. The different scenarios 

have been discussed and the University of Bari has investigated the problem. In a study focused 

on fungi in 2013 conducted on olive orchards in Apulia, results showed fungal species 

Phaeoacremonium spp., Phaemoniella in particular, Pleumostomophora and Neofusicoccum, 

in addition to galleries of the leopard moth (Zeuzera pyrina) and bark beetles occurring in 

different parts of the plant (1). In addition to obtaining some of the results above, another study 

by Nigro and his colleague in  2013 has identified the fungi Pleurostomophora richardsiae as 

capable of causing brown wood streaking (2). 

    In the same year, the bacterium, Xylella fastidiosa, was detected from olive, oleander and 

almond trees by molecular and double-antibody sandwich enzyme-linked immunosorbent 

assay (DAS-ELISA) in the infected area (3). Due to the involvement of different causal agents 

attributed to this disease, such as fungi, leopard moth and Xylella fastidiosa , the name “olive 

quick decline syndrome” was given, corresponding to the Italian "Complesso del 

Disseccamento Rapido dell’livo" (CoDiRO) (4). The dispute continued about the real causal 

agents after the identification and detection of the different causal agents  (5), until it was finally 

proved that only the bacterium Xylella fastidiosa subsp. pauca is the causal agent of the death 

of the trees (5,6). The pathogen involved has been classified as Xylella fastidiosa  subsp. pauca 

(CoDiRO) (4). 

    Researchers continued to investigate the isolated bacterium until the strains in Apulia were 

assigned to a novel sequence type profile (ST53) close to subsp pauca on the basis of MLST 

analysis (4,7). The presence of insect vectors is the main factor contributing to the spread of 

the disease over a wide area (8). Since the emergence of the bacterium, researchers have 

identified additional hosts in south Italy, such as oleander, cherry, myrtle-leaf milkwort 

(Polygala myrtifolia) and coastal rosemary (Westringia fruticosa) (9). The disease has spread 

extremely rapidly in southern Italy, as shown in the maps below. 
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       Figure 25: Map of the distribution of Olive Quick Decline Syndrome in the Apulia region of southern Italy 

(COMMISSION, 2018). 

        

The emerging bacterium poses a great threat due to its spread over the whole area where it is 

detected primarily on olive trees, to the presence of vectors, and to its wide host range (10). 

After identification of the pathogen in Apulia, different Xylella fastidiosa subspecies have been 

identified around the world: in France (11), in Germany (2016) where it was eradicated (12), 

in Spain (13), and in Iran (14). Subsequently, the disease was detected in Brazil, Argentina, 

Chile (15)  

 

 Xylella fastidiosa : 

       The bacterium is gram-negative, rod-shaped, slow-growing, strictly-aerobic, non-

flagellated, catalase-positive, oxidase negative, non-pigmented and mesophilic (optimum 

growth occurs at 26-28°C), GC content of 51.9% (13). 

        It is a vector-transmitted pathogen, and primary vectors are sharpshooters and froghoppers 

or spittlebugs (Cicadellidae); xylem sap-feeding insects lack a latent period. The bacterium can 

be transmitted by infected plant material but not via seed (16). 
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      The bacterial cells possess two types of pili, short type I pili and long type IV pili, which 

allow the bacterium to move both up- and downstream (17). Therefore, the bacterium was 

detected in all parts of the diseased plants, including xylem vessels, roots, stems, and leaves 

(18). These types of pili, Type I and Type IV pili,  which play different roles in twitching 

motility, biofilm formation, and cell-cell aggregation, and also have opposite effects on 

movement and biofilm formation (19). Twitching motility helps the bacterium to achieve intra-

plant long-distance movement and colonization, contributing to pathogenicity (20–22). In 

addition to their role in pathogenicity, biofilm formation and cell-cell aggregation have an 

important role in biological functions, such as enhanced resistance to the environmental 

conditions against antimicrobial agents (23). Biofilm formation occurs in the host plant and 

vector (foregut), in the plant, and in advanced stages, the vessels are blocked by bacterial 

aggregates, which prevent the water and nutrient movement (24–26). Since Xylella fastidiosa  

requires special media for growth in the laboratory, different media have been developed for 

this purpose, including PD2, PW, CS20 or BCYE (17). Xylella fastidiosa  has a wide host range 

and is associated with a large number of diseases, many of which cause great economic losses 

in fruit crops and ornamental (27). 

 

 Disease caused by Xylella fastidiosa  

 

    The first disease caused by this bacterium appeared in the 1880s in United States vineyards 

(22). The disease was described by Newton B. Pierce, a US professional plant pathologist, and 

thus became known as “Pierce’s disease” (Pierce, 1892).  

    In 1890, similar symptoms were also found in Georgia, USA, and this disease was later 

known as phony peach disease (28). In 1980, the bacterium was found to cause almond leaf 

scorch (29). It was subsequently reported to cause elm, sycamore, and oak leaf scorch (30). 

The bacterium was described and cultured for the first time in 1987 (31). The disease began to 

be identified in other parts of the world. In Brazil Xylella fastidiosa  was reported as the causal 

agent of Citrus Variegated Chlorosis (CVC), it was also responsible for the leaf scorching on 

coffee plants (Coffea arabica L.) (32), and was found to be the causal agent of leaf scorch 

disease of oleander (Nerium oleander)  (33,34).  

The bacterium was also detected on alfalfa (35) avocado, plum, mulberry, periwinkle wilt, and 

many other host plants (36). Recently the bacterium was detected in olive trees in Italy, and in 

other hosts in different countries: USA, Spain, France, Germany, Iran, Portugal (16,28,37,38). 
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At present,  563 plant species are described as infected by Xylella fastidiosa; these plant species 

belong to different host plant genera and botanical families (7,37,39).  

 Taxonomy 

The taxonomic tree for Xylella fastidiosa  is as follows:   

  Domain: Bacteria         

    Phylum: Proteobacteria 

    Class: Gammaproteobacteria                 

      Order: Xanthomonadales                     

        Family: Xanthomonadaceae                        

           Genus: Xylella                  

             Species: Xylella fastidiosa   

         According to DNA-DNA relatedness and sequencing of the 16S–23S intergenic spacer 

(ITS), there are three subspecies: Xylella fastidiosa  subsp. pierce, subsp. multiplex, and subsp. 

pauca (40). The three species were confirmed by MLST in addition to a suggested fourth 

subspecies sandyi (41). A fifth subspecies is morus, whose sequences are a recombination of 

subsp. fastidiosa and subsp. multiplex (42). The four subspecies fastidiosa, multiplex, pauca, 

and sandyi have evolved within a distinct geographical range (43). The causal agent of olive 

quick decline syndrome belonging to subsp. pauca strain is CoDiRO, and approximately 380 

species and 28 families of plants are considered as its hosts (44). Xylella fastidiosa subsp. pauca 

is native to South America and attacks citrus and coffee plants (11). MLST analysis results 

have assigned the Apulian strain into a new sequence type profile (ST53) (45). The sequence 

type was extremely close to Xylella fastidiosa subsp. pauca affecting coffee plants. The same 

sequence type was obtained by MLST analysis of Xylella fastidiosa  subsp. pauca isolates from 

Costa Rica hosted by oleander and coffee plants (8).  Xylella fastidiosa subsp. pauca is the 

causal agent of Citrus Variegated Chlorosis (CVC) (46) and Coffee (47), and the strain 

originates from South America.  

 

 Symptoms  

      Leaf tips and margins showed massive browning, and leaf scorching is followed by rapid 

dieback of shoots, twigs, and branches, which leads to the death of the entire tree (48). Older 

leaves show the symptoms before young leaves, discolorations of the vascular system are 

observed, and mummified fruits remain attached to the shoots. Numerous galleries of the 

leopard moth, Zeuzera pyrina occur on the trunks (4,5). These symptoms have been associated 
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with water and nutrient shortages caused by xylem blockage due to the formation of bacterial 

biofilms and products of plant defence response, such as gums and tyloses (2,3). It is not 

necessary for all the symptoms to be present in order to diagnose an infected tree (2). Bacterial 

colonization blocks the vessels of host plants. Another colonization strategy is a vessel-to-

vessel movement, whose failure results in vessel plugging and disease  (49). The blocking of 

xylem could be due to the production of tyloses and polysaccharide-rich gels by plants (50,51). 

There is evidence that the pathogen can produce cell-wall degrading enzymes and hemolysin-

like toxin to kill the plant (52).  

 

 

 

Figure 26: Olive quick decline symptoms: (A) leaf tips ; (B) initial symptoms on the trees;(C) branch diebacks; 

(D) Symptoms om the field different trees. 

 

Until now the Leccino variety shows tolerance to the pathogens according to the experimental 

studies and observations, also the measurements showed a low bacterial population in this 

variety compared to (e.g. Cellina di Nardo, Ogliarola salentina)  (53).                    
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Figure 27: Shows the difference between Olive resistance variety Leccino and Ogliarola salentina. 

 Vectors  

      It is very important to understand the biology of the vectors as the entrance to understanding 

the epidemiology of the disease. Xylella fastidiosa can be transmitted by several species of 

suborder Auchenorrhyncha of the Hemiptera, sharpshooter leafhoppers (Cicadellidae: 

Cicadellidae) and spittlebugs or froghoppers (Hemiptera: Cercopoidea), which are xylem-

fluid feeders and able to transmit the bacterium (54). These insects lack a latent period and 

have no transstadial or transovarial transmission of the bacterium (55,56). Sucking mouthparts 

are a characteristic feature of these insects (mandibular and maxillary stylets) and help the 

insects to reach the xylem. Xylem fluid feeders ingest large amounts of crude sap and produce 

large amounts of liquid excretions due to the poor nutritional value of xylem fluid (17).  

      Insects acquire Xylella fastidiosa by feeding on the xylem (less than 2 hours) but Xylella 

fastidiosa does not circulate in their haemolymph, nor does it require a latent period before 

transmission of the bacterium. Bacteria are pearly attached to the mouthparts and released 

while the insect feeds on other host plants. The bacteria are restricted to the foregut of the 

insects where they can multiply and persist (57). The most important vectors identified in North 

and South America belong to 39 species of Cicadellinae, and five spittlebugs (Aphrophoridae) 

are vectors of Xylella fastidiosa  (58). Of these, the glassy-winged sharpshooter leafhopper  

(Homalodisca vitripennis) is the most important species of the Xylella fastidiosa vectors and it 

has the ability to distribute the bacteria efficiently in a new area (56).  
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      Present in Europe, the Families Cicadidae, Cicadellidae, Cercopidae, Aphrophoridae and 

Tibicinidae are xylem-fluid feeding insects and are potential vectors of the bacteria (59). (60) 

reported that only the green leafhopper, (Cicadella viridis), and the meadow spittlebug, 

(Philaenus spumarius) (Hemiptera: Aphrophoridae) are potential vectors for Xylella fastidiosa 

in Europe. However, Auchenorrhyncha species were also found in Spain and considered as 

potential vectors of Xylella fastidiosa, for example, the spittlebugs (Hemiptera: Cercopoidea) 

and Neophileanus sp. were found near citrus, olive, and grape fields (17).  

        In Italy, Philaenus spumarius is the only vector experimentally able to acquire and transfer 

the bacterium from/to different host plants, in addition to other hosts that serve as pathogen 

inoculum sources (61). Besides Philaenus spumarius, Neophilaenus campestris and Euscelis 

lineolatus were reported as positive for the presence of Xylella fastidiosa in southern Italy 

(8,62,63), while they were reported negative in another study (8). Other studies contain further 

details of potential Xylella fastidiosa vectors in Europe (10). 

 

Figure 28: (A) Philaenus spumarius is the main vector in southern Italy; (B) the Nymph of meadow spittlebug 

and (C) Neophilaenus campestris a suspected vector. 

 The disease processes  

    Two important factors play an important role in the disease processes; the first is 

temperature, which can regulate the growth of the pathogen in the host plants since the bacterial 

population can stay in a stable condition with temperatures between 17 and 34°C. The other 

factor is wet weather in winter, which helps the survival of high vector populations and favours 

disease spread in regions with dry summers (40,57,64). The source of inoculum is usually the 

host plants in the Apulia region, for example, almond, sweet cherry, oleander, broom, Polygala 

myrtifolia, Westringia fruticose, Acacia saligna, rosmarinus officinalis, Rhamnu salaternus, 
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and Myrtus communis are the main source of inoculum (30). Another source is the high 

populations of this spittlebug that colonize olive trees in spring-late summer (4,65). 

   Regarding this aspect, vectors play an important role in the disease process. The bacteria have 

two environments to colonize; the first one is the host plant xylem, and the second is the vector 

foregut. Both habitats form the life cycle of the bacterium and protection to the bacterium from 

disease management applications (5). Three essential steps are involved in the transmission of 

bacteria. The first is an acquisition from an infected host plant then attachment and maintenance 

in the vector’s foregut cuticle; finally come detachment and inoculation into a new host 

(56,66,67). Insects acquire the XF. by feeding on the xylem (less than 2 hours) but the 

bacterium does not circulate in its haemolymph, nor does it require a latent period before 

transmission of the bacterium when it moves to the other plant or host (17). When the adult 

vector acquires the bacteria, it barely attached to its mouthparts, maintained in vector's foregut, 

and then released to the next host plant again. The bacterium is restricted to the foregut of the 

insects where it can multiply and persist (58). Despite their ability to transmit the bacteria, 

nymphs lose this ability at each stage the bacteria moult, which means that the new adult must 

feed on the infected plant in order to transfer the bacteria  (68). When the infected vector feeds 

on the host plant, the bacteria move systematically within the xylem vessels and extensively 

colonize the xylem vessels, where they can easily be accessible for acquisition by other insects 

(68,69). Multiplication of the bacteria within xylem vessels blocks the transportation of mineral 

nutrients and water (70).  Xylella fastidiosa  can move within the plant through vessels bordered 

pits after damaging them because these pits do not allow larger objects to pass, only xylem sap 

(17,39). 

        This process is very important for the pathogen to move within plant cells (71). In any 

case, the disease process and its progress are based on the ability of the bacteria to move and 

spread, forming a community within the plant from the point of infection. Biofilm formation 

is due to the gathering of bacterial colonies; when it reaches a large amount, it is able to 

completely block xylem vessels, thus causing a deficiency in water and nutrients (44). 

        Xylella fastidiosa has different pathogenicity factors for host-specific colonization. 

Xylella fastidiosa has Type II secretion system, and this system is responsible for the 

colonization of the bacteria on the xylem vessels, and the exportation of exoenzymes that 

degrade the plant cell wall (52). Another factor is the endoglucanase and protease enzymes 

used by Xylella fastidiosa to degrade the pit membrane, which allows the bacteria to pass via 
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xylem vessels. These enzymes are controlled by the Type II secretion system (17). The 

movement of the bacteria is based on Type IV pili, via twitching motility, which allows the 

bacteria to occupy the healthy vessels, as the movement of the bacteria occurs against a fluid 

current (53). 

       Extracellular polysaccharides play an important role in xylem blocking and also play a 

fundamental role in plant virulence, biofilm formation, and vector transmission (18). 

    Biofilm formation enhances the Xylella fastidiosa  bacteria for adaption and tolerance to 

environmental stresses, such as antibiotics, dehydration, and host defences, in addition to the 

competition within the host xylem (72,73).     

     Attachment to host surfaces by cell surface adhesins is an initial step in the formation of a 

biofilm. The process of forming the biofilm on a xylem surface is initiated by attachment of 

formerly planktonic cells to a surface, followed by proliferation of the cells and their self-

association to form an aggregate population of micro-organisms attached to each other (24–

26,51,74). In addition, adhesins play two important roles in adherence to vector tissues, this 

controlled by Type IV fimbriae and adherence to the xylem cell walls as well as microcolony 

formation in the xylem vessels and/or bacteria movement in the vascular system (75,76).     

     Cyclic di-GMP synthase is also required for biofilm formation, plant virulence, and vector 

transmission (77). Signalling sensor or cell-to-cell communication is required for virulence and 

insect transmission of Xylella fastidiosa (78).    

    Different genes responsible for the regulation of iron homeostasis involved in pathogenicity 

in bacteria have been identified with Xylella fastidiosa , genes responsible for toxicity, and 

anti-oxidant response genes (52).
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Abstract 

Olive Quick Decline Syndrome (OQDS) by Xylella fastidiosa subspecies pauca is among the most 

severe phytopathological emergencies nowadays. In a few years, the Italian outbreak devastated olive 

groves in Apulia, potentially endangering the entire Mediterranean basin. This research aimed to develop 

a Multiple Locus VNTR Analysis (MLVA) assay, a molecular tool to distinguish populations of the 

pathogen. It has been already applied successfully to different Xylella fastidiosa  subspecies from various 

plant hosts. Thus, the formerly published TR loci, together with a set of new identification, have been 

tested in silico on the genome of the DeDonno strain. The resulting selection of 37 TR loci was amplified 

on the genomic DNAs of strains from the Italian outbreak, from representatives of Xylella fastidiosa  

subspecies, and directly on DNA extracted from infected plants. The assay clearly discerned among 

subspecies or even sequence types (ST), but it also identified variants within the same ST so as to be 

suitable to provide more detailed information about dynamics and diffusion pathways of the pathogen. 

Its effective application even on total DNAs extracted from infected tissues of several host plants makes 

it particularly useful for large screening purposes and for the strengthening of containment measures. 

 
Introduction 

 

Xylella fastidiosa  is a Gram-negative phytopathogenic bacterium belonging to the Xanthomonadaceae 

family, which is able to infect and cause diseases on more than 500 plant species. It is transmitted by 
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several xylem-fluid feeding insect species, especially sharpshooter, froghoppers (Hemiptera: 

Cicadellidae) and spittlebugs (Hemiptera: Cercopidea)1. The bacterium grows in the xylem of the host, 

where actively multiplies and forms a biofilm slowly occluding xylem vessels, thus causing consequently 

water stress and nutritional deficiencies2. X. fastidiosa causes a broad range of symptoms according to the 

infected host. The first disease attributable to this pathogen was Pierce’s disease (PD) on grapevine, but 

then many others, such as Citrus Variegated Chlorosis (CVC) on citrus3, leaf scorch diseases on almond, 

oleander (OLS), coffee (CLS), plum (PLS), pecan, mulberry, pear and other diseases of crops, 

ornamentals and woody plants4 were progressively reported. Currently, relying on DNA-DNA 

hybridization and MLST data1, six X. fastidiosa subspecies have been described, each one specific to a 

particular range of host plants and a native zone5–7. These are the subspecies fastidiosa, the subsp. sandyi 

which cause PD and OLS respectively, supposed to have been introduced into the USA from Central 

America, the subsp. multiplex, associated with scorch diseases of a large range of trees in North America 

and the subsp. pauca mostly found in South America on citrus and coffee8, 9. Two additional subspecies 

have been proposed: the subsp. morus, which includes isolates infecting mulberry10, and the subsp. 

tashke, from Chitalpa tashkentensis in southwestern USA11. The evolutionary history and the 

geographical distribution of X. fastidiosa subspecies in the Americas indicate that the different subspecies 

evolved in reciprocal geographic isolation, the X. fastidiosa subsp. multiplex and subsp. sandyi in North 

America, and the subsp. fastidiosa and subsp. pauca in Central and South America1, but then the 

anthropogenic activities have introduced it into new areas. Indeed, in 2013 the pathogen was reported in 

Taiwan on grapevine12, in Italy on olive13, in 2014 in Iran on grapevine and almond14, in 2015 in France 

on Polygala myrtifolia, in 2016 in the Balearic Islands9, 15. Recently, the presence of X. fastidiosa subsp. 

multiplex was reported in Tuscany, Italy, in 201816 and in Porto, Portugal, in 2019 on ornamental 

plants17. All these new outbreaks raised up the need to accurately estimate the changes of genetic features 
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to understand the dynamics and evolutionary process of populations, as well as the adaptation to different 

hosts and environments. In response to this, several molecular technologies have been tested on Xylella 

fastidiosa . These include non-sequence-based methods, such as (RFLP), (RAPD), and (AFLP), but with 

some limitations related to scarce reproducibility and potential homoplasy of alleles. Then, sequenced-

based methods targeting specific regions such as 16S rDNA or 16S-23S internal transcribed spacer (ITS) 

were applied, with some success, as the new subspecies tashke has been identified and proposed by 

Randall and colleagues in 200911 using these approaches. The introduction of foreign X. fastidiosa strains 

in new geographical areas and subsequent recombination with endemic strains have been demonstrated 

to be relevant in increasing the genetic variability, shifting the target host and thus, inducing new crop 

diseases18. In this regard, multilocus sequence typing (MLST), based on the identification of nucleotide 

sequence differences in seven housekeeping genes, has been applied to study the evolution of X. fastidiosa 

and its subspecies5, 19. Using this method, it was proposed that the new subsp. morus originated by 

intersubspefic homologous recombination from  X. fastidiosa subsp. fastidiosa and X. fastidiosa subsp. 

multiplex20. Likewise, MLST analysis of X. fastidiosa subsp. pauca isolated from coffee plants in Costa 

Rica and subsequently from olive trees in Italy was referred to the ST53 and provided important 

information about the origin of the outbreak18, 21. However, despite being a powerful tool, MLST has 

some limits: relying on only seven core genome genes could be feeble to distinguish very closely related 

strains and, moreover, it is not suitable for large scale and routine monitoring because of the costs of 

sequencing4, 9, 22, 23. Then, the whole genome sequencing is clearly the most informative approach but, 

although extremely powerful,  this analysis requires highly skilled personnel,  is time-consuming and is 

the most expensive, making it poorly suitable for fast and large surveys24. Instead, tools based on markers 

with an adequate discrimination power like Simple-Sequence Repeat (SSR), also known as Variable-

Number Tandem Repeat (VNTR), 27,28 are a good compromise to analyse genetically homogeneous 

bacteria. The analysis of VNTR loci is the basis for MLVA (Multiple-Locus VNTR Analysis), where the 
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number of repeats can be determined by PCR amplification using primers complementary to the well-

conserved sequences flanking the tandem repeats. This method is rapid, easy to perform, inexpensive and 

highly reproducible24, 25. Indeed, the MLVA analysis has been often adopted by microbiologists to study 

the population structure of several human and animal bacterial pathogens, such as Mycobacterium 

tuberculosis, Yersinia pestis, Staphylococcus aureus, Salmonella typhimurium, and Mycobacterium 

bovis26. Among plant pathogens, several studies have already been accomplished using SSR markers for 

X. fastidiosa genotyping. Della Coletta Filho and colleagues in 200127, described the efficacy of a set of 

9 SSR markers in comparison with RAPD; then, in 2005, Lin and colleagues28 used a genome-wide 

approach to identify a new set of SSR to evaluate genetic divergence between X. fastidiosa isolates from 

different host species. A similar approach has been used by Montero-Astùa and colleagues in 200729 on 

different plant species from Costa Rica, Brazil, and USA in combination with other techniques to 

understand the relationship between the strains. Della Coletta-Filho and colleagues in 201430 used MLVA 

to provide information on the genetic diversity of populations in sweet orange, as well as the 

consequences of vector transmission of X. fastidiosa on their structure. Another successful SSR 

genotyping has been proposed to analyse the seasonal and annual variation in genetic diversity of this 

bacterium in two almond orchards in California31. In the same year, a combined approach SNP-based 

assay and multilocus SSR markers were attempted to assess the genetic diversity of X. fastidiosa subsp. 

pauca infecting citrus and coffee32. More recently, the MLVA was also used to demonstrate that X. 

fastidiosa subsp. pauca populations from coffee have higher genetic diversity and allelic richness compared 

with those from citrus33. These researches represented the starting point for this study, focused on X. 

fastidiosa subsp. pauca, which gained enormous attention after its report on olive in Italy in 201334 and 

its new pathogenic expression was described as Olive Quick Decline Syndrome (OQDS)35. It represents 

an exemplary model of the introduction of an exotic pathogen in an area where a cultivated species, not 
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coevolved with the pathogen, proves to be defenseless and extremely susceptible to its attack. This, 

together with the transmission by not host-specific xylem-feeding insects and the difficulty to control a 

pathogen living within the vascular system of the infected plant, has led to an impressive spread of the 

disease within few years. Despite massive efforts in containment measures, nowadays thousands of 

hectares of olive groves in Apulia are harshly affected by the syndrome and the spread is still ongoing. 

Again, in this situation, a fine-tuned genotyping of the strains responsible for the outbreak is crucial to 

understand where the disease comes from, how it moves in the infected areas and to monitor if new 

variants would appear in this scenario or if the type present undergoes to evolutionary forces that can lead 

to new variants. Today is acknowledged that the strains infecting olive trees, but also other plant species, 

in Italy belong to the sequence type ST53, and the most plausible origin of CoDiRO (Complesso del 

Disseccamento Rapido dell’ Olivo), the Italian acronym for the disease, refers to strains infecting imported 

coffee plants (as ornamentals) from Costa Rica21, 34–37. It is worth noting that the same ST53 was 

retrieved in imported plants in both France and Netherlands7, 9, 36. Thus, we firstly aimed to check-in 

silico the presence of the VNTR loci reported in literature within the completely edited genome of the 

DeDonno strain (accession n◦ CP020870). Then, a further search for new VNTR loci was independently 

conducted on the same genome, aiming to obtain a final selection of markers to be used in a novel, 

inclusive MLVA assay capable to generate novel and deeper information about the genetic diversity of this 

subspecies, with specific reference to the Italian outbreak. 

Results  

In silico analysis of VNTR loci from literature 

The in-silico check of the 50 TRs and related primers reported in the literature ( S1) on the genome of the 

DeDonno strain of X. fastidiosa subsp. pauca evidenced several inconsistencies.  First of all, numerous markers 

resulted to be the same, even if reported in the papers with different names and amplified with different primers; 

In some cases, the tandem repeat is also reported as reverse and opposite sequence. In details, the SSR20 
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marker27 is the same as COSS1 marker33, the SSR28 marker27 is the same as marker ASSR-1428, the SSR30 

marker27 is the same as marker OSSR-1928, the SSR32 marker27  is the same as COSSR6 marker33, the 

CSSR-17 marker28 is the same as COSSR3 marker33, the marker OSSR-928 is the same as marker ASSR-

2028, the OSSR-14 marker28 is the same as CSSR45 marker33, the OSSR-16 marker28 is the same as CSSR-

20 marker28, the OSSR-17 marker28 is the same as to the CSSR-7 marker28, the CSSR-18 marker28 is the 

same as GSSR-6 marker28, and the marker GSSR-1228 is the same as marker CSSR4233. Thus, in these cases, 

only one pair of primers was chosen for the amplification, i.e. the ones whose sequences best-fitted X. fastidiosa 

subsp. pauca strain DeDonno (loci marked with * in Table S1). Besides these duplications, several additional 

anomalies have been found in comparison to the DeDonno genome. Specifically for markers from the study of 

Della Coletta-Filho et al. 200127, it was not possible to detect the reverse primer for the SSR26 marker (in red 

in Table S1), the SSR32 marker contains 2 different tandem repeats, both of 8 bp (the reported one is in green) 

and one SNP in the forward primer, for SSR36 and SSR40 markers, even if the respective primers were detected 

with few differences, for both the TR sequence was instead not retrievable; finally any of the two primers for 

the amplification of SSR34 marker was not found. Regarding the markers described in Lin et al. 200528 (Table 

S1), it was not possible to find the forward primer of the OSSR-12 marker, the OSSR-19 marker has an SNP 

in the reverse primer, only a single TR was found for the markers CSSR-4, CSSR-6, GSSR-14, GSSR-15, 

GSSR-19, GSSR-20, the TR is absent for the markers CSSR-12 and CSSR-13, the primers of the CSSR-16 

marker show multiple annealing sequences, a different TR sequence, and a SNP were found in the reverse 

primer for the marker ASSR-16, one SNP was found in the forward and one in the reverse primer of both the 

markers ASSR-19 and GSSR-4. No anomalies were instead found in the 7 VNTR loci described in the paper of 

Francisco et al. 201733. After this check, several markers were discarded according to duplication, failure in 

the detection of the primer sequence or of the repeat sequence. Also, all the differences detected between the 

primer sequences and the corresponding pairing sequences on the DeDonno genome were accordingly corrected 

for the synthesis of the primers for this study, as reported in Table 1. 
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Table1. Primer pairs for the amplification of the selected 37 VNTR loci and sequence of the respective tandem repeats. TRs 

1-3 were obtained from Della Coletta-Filho et al., 2001; TRs 4-18 were obtained from Lin et al., 2005; TRs 19-23 were 

obtained from Francisco et al., 2015; TRs 24-37 are from this study. 

TR Locus Forward primer Reverse primer TR sequence 

1 SSR20 ATGAAGAAGCCAGGATACAT GCTACACGTGCAACAAC ATTGCTG 

2 SSR21 AACACGGATCAAGCTCATG GGAACACGCAATAGTAAGA TGTTATC 

3 SSR28 GTAACGCTGTTATCTCAAT ATTACGCTTCTTATCGCTGT GTGTGCCT 

4 OSSR-9 TAGGAATCGTGTTCAAACTG TTACTATCGGCAGCAGAC TTTCCGT 

5 OSSR-16 GCAAATAGCATGTACGAC GTGTTGTGTATGTGTTGG CTGCTA 

6 OSSR-19 GCTGTGAACTTCCATCAATCC GCAAGTAGGGGTAAATATGAC CAGGATCA 

7 OSSR-20 ATCTGTGCGGCGGTTCTG CACTTGCGGCGTAGATACTTC AGGATGCTA 

8 CSSR-7 CACAGCGAACAGGCATTG AGCAACCAAGACGGGAAC CTGTGC 

9 CSSR-10 GCAACCACAAAGCCGCAG AGCACCTCTTAGCATCACTGG CAATGA 

10 CSSR-18 GTGCTTCCAGAAGTTGTG GACTGTTCTCTTCGTTCAG GCCAA 

11 CSSR-19 TGCTGTGATTGGAGTTTTGC TCAAACGAATCTGTCCATCAAG TGGTGAG 

12 ASSR-9 GGTTGTCGGGCTCATTCC TTGTCACAGCATCACTATTCTC CAAGTAC 

13 ASSR-11 AGAGGCAACGCAGGAACAG GTGAGTTATATCGGTGCAGCAG ACGCATC 

14 ASSR-12 TGCTCATTGTGGCGAAGG CGCAACGTGCATTCATCG GATTCAG 

15 ASSR-16 TTAATCAACAACGCTTATCC TCGCAGTAGCCAGTATGC GCTCCA 

16 ASSR-19 CGCCGACTGTCTATATGAC TTCGTAGCAATGGCAATGTTG ACAACG 

17 GSSR_4 GCGTTACTGGCGACAAGC GCTCGT(C)TCCTGACCTGTG ATCC 

18 GSSR_7 ATCATGTCGTGTCGTTTC CAATAAAGCACCGAATTAGC GGCAAC 

19 COSSR6 TGCTGCGCGATAACCAAGT CATCCAATCAGCCCTAACCT GTGATGCG 

20 CSSR45 ACAGACATCACCGGCATTG AATGTCGCTGCCAATCCAT CACACCGAGATGGAC 

21 COSSR4 CAAGGTGACCGCTAGCCTAT GCTGTCATTGGGTGATGC CAATACAC 

22 COSSR5 ACACTGACACAACAGCCACCA AATGGTGGGTGTGATGGTTTC CATACAGA 

23 CSSR42 ATTACGCTGATTGGCTGCAT GTTTCATTACGCGGAACAC TGTTATC 

24 TR4 CATACGGCAGTTCTGTGTCG CGGGCAAGCTTTTCCCACCC CAGCGCAT 

25 TR5 ATTCCAAGATTTGCGAGTGG ACGATTCGAACATGGAGGTA TTCTAG 

26 TR6 ACATCGGAGGTAGGCTGTGA ATTGAAGACCCTTTTCAGCC CGCTTAT 

27 TR7 GGGTTGGGTCTTTTATTTGC CATTGACTCTCAACCCTGCTAC GCTGT 

28 TR8 GCGGTTTGGTTGTATTGCTT CTCACATCACGCACCGACGA GACAGG 

29 TR9 GGTGTGCCGTGTACATTGAG TTGCCATCACCGACACCTCT ATGATCTGA 

30 TR10 CGTGCTGAAGTCTTGCTTGA ACTTCACCCTACCCTGCATA GTAACG 

31 TR12 AGGGATATAGTGCCGCGATT TTTTGTGGTCGAACGTGCGG GGTGTGA 

32 TR15 ATGCAGCGGTAGTCCCTCTA CACGATGCCCACGTAGCAGC GTGTCG 

33 TR18 TGTCATGACCGTGCTTATGG TGGTGGTCAAGGCAGCGG CCGCCGCCGTAACCACCG 

34 TR19 CTGCCTTGACCACCACCAC ACAAAGCTCTCTGATCAATCAC CCACTCCAGCTG 

35 TR21 CAGGGTGTATGGCCTGAAGT CCTACCATCCATGCAGCAAC CAGCACAT 

36 TR23 CAGGAGCCTCCATGAACAAT AATGATCCTTGCTGGGTCAG CTTCAAGAG 

37 TR24 ATGGCCCAAACATACTCCAA TGTTCATATCTTGGTCTCAT GTCCTG 

 

New VNTR loci identification 

The searching procedure by Tandem Repeat Finder (TRF; https://tandem.bu.edu/trf/trf.html) 38 has led 

to the identification of 25 VNTR loci, which have also undergone an in silico check to ascertain their 

position on the DeDonno genome and to verify any correspondence with loci selected from the literature. 

Again, this correspondence was found for 5 of them, which were consequently discarded. In the end, 45 

https://tandem.bu.edu/trf/trf.html
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total VNTR loci were selected (25 from the literature and 20 newly identified) to be used in the following 

experimental procedures. 

PCR amplification of VNTR loci 

The first round of PCR was done using only genomic DNAs from two strains, the DeDonno strain from 

olive and the strain V104 isolated from oleander, to validate the efficacy of the entire MLVA assay. The 

primer pairs related to newly identified VNTR loci TR3, TR11, TR14, TR16, TR17, and TR25 produced 

multiple amplicons, indicating the presence of multiple pairing sites for at least one of the two primers 

and were consequently discarded. Also, the SSR40 locus 27 invariably produced a 133 bp amplicon, 

corresponding exactly to the sum of the only flanking regions, thus indicating the absence of the tandem 

repeat, whereas the OSSR-2 locus28 invariably produced a 181 bp amplicon, smaller than the sum of the 

flanking regions; both were discarded. Table S1 shows the list of 37 loci and the related final primers used 

in the amplification step. According to the amplicon sizes, as obtained by capillary electrophoresis, the 

number of repeats per each locus and per each strain was calculated. Amplification failure was eventually 

coded as “0”. Thus, the haplotype of each individual was defined as the ordered sequence of 37 numbers, 

as reported in Table S2. Here, it has to be noticed that the amplification of two DNAs obtained from 

infected tissues of Prunus dulcis and Polygala myrtifolia in the province of Lecce (Pd_Le2 and Pm_Le10) 

provided multiple bands in some loci. Due to these anomalies, which cannot be coded properly as input 

data, the two samples were excluded from the following analysis. 

 

Data analysis 

As already introduced, the haplotypes obtained by the amplification of 37 VNTR loci on a total of 51 

DNAs are reported in Table S2, that includes the genomic DNAs extracted from 15 strains of the CFBP 

collection, 9 strains isolated in Apulia and 27 total DNAs as extracted from infected plant samples. In the 

last 2 lines of the Table S2 are also reported the multiple repeats identified in Pd_Le2 and Pm_Le10, which 
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were not further considered. We expected that the very high number of loci here analyzed would have 

allowed to point out even minimal differences between isolates. Indeed, among all the individuals, only 2 

haplotypes, obtained from samples of infected Rhamnus alaternus plants in the same geographic location, 

resulted completely identical to each other. The first data analysis was carried out on data concerning only 

the 15 strains from CFBP collection by hierarchical clustering using Bruvo’s distance (Figure 1) to check 

the effectiveness of the method to assess genetic differences between subspecies and sequence types STs. 

Noticeably, strains of the same subspecies but belonging to different STs are separate by higher levels of 

genetic distance than those measured between strains belonging to the same sequence type, i.e. the two 

strains of subspecies pauca belonging to ST74 and two, out of three, belonging to ST53.  
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Figure 1: shows the taxonomic position of Xylella fastidiosa  isolates from worldwide collections. hierarchical 

clustering using Bruvo’s distance. Bootstrap scores (1000 replicates) are displayed at each node. 
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Then, according to the focus of the paper, the results of VNTR loci amplification of DNAs extracted from 

strains isolated in Apulia and from whole DNAs extracted from infected tissues of different host plants in 

the same region were added to the analysis. The hierarchical clustering of all the individuals (Figure 2) 

maintains the same structure of the previous dendrogram, with the addition of a large cluster that includes 

all the Italian strains. It has to be noticed that the strain CFBP8429, isolated in 2015 from Coffea arabica 

plants in Angers, France, and reported in the CFBP database as belonging to the ST53 of subspecies pauca, 

resulted significantly distant from all the others ST53 from Italy. Then, the 38 DNAs of Italian origin were 

analysed independently to better appreciate their relationships, provided that their reciprocal genetic 

variability decreased considerably. Indeed, an identical number of repetitions was obtained in as many as 

18 loci out of 37 (48%), and, among the remaining 19 loci, 11 changed sporadically in few samples, whilst 

only 7 loci (TR7, TR8, TR12, OSSR-16, OSSR19, ASSR-16, and COSSR-4) showed frequent variations 

in the numbers of repeats.  
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Figure 2: Shows the taxonomic position of Xylella fastidiosa  isolates from the Italian outbreak. Hierarchical 

clustering using Bruvo’s distance. Bootstrap scores (1000 replicates) are displayed at each node. 
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The Minimum Spanning Trees in Figure 3 illustrate how these samples are best linked to each other. 

However, it wasn’t possible to appreciate in their grouping any relationship with the species of host plants 

from which they were obtained (Figure 3a), nor with their specific geographic origin (Figure 3b). 

 

Figure 3: Minimum spanning tree representing the genetic diversity: a) Worldwide strains collection of Xylella 

fastidiosa  in relation to its host represented in colors. B) Italian outbreak in the Apulia region representing 18 

isolating sites in different colours.   
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Discussion 

Xylella fastidiosa  is one of the most feared bacterial plant diseases nowadays. There are several biological 

features that make its containment and control hardly challenging, first and foremost its ability to colonize 

an astonishing number of plant hosts, often without visible symptoms, but also the difficulty in its 

isolation and detection. A crucial issue to understand the spread dynamics is the genotyping of the 

pathogen, which can be carried out by different molecular techniques. The method of choice is the MLST 

(MultiLocus Sequence Typing), based on the SNPs in seven constitutive genes39. According to this 

method, the six subspecies of Xylella fastidiosa  are further categorized in 86 sequence types (ST)7, 18, 

19, 22, 40. In this categorization, all the strains to date analysed of the Italian outbreak are assigned to 

the genotype ST53 of X. fastidiosa subsp. pauca20, 21, 41. However, because MLST relies on Sanger 

sequencing, which in turn implies the isolation of pure colonies, costs and time to obtain the results can 

be a limit, especially when large numbers of samples are to be analysed4, 9, 22, 23. To solve these issues, 

the potential of a new inclusive MLVA assay was here evaluated. Indeed, several MLVA  studies have 

been already carried out to characterize X. fastidiosa isolated from different plants such as grapevine42, 

orange30, almond tree31 and coffee33. Only recently, a study on X. fastidiosa subsp. pauca strains from 

olive trees in Brazil were conducted using a panel of 12 SSRs40. Therefore, to our knowledge, this is the 

first study that applies this approach to X. fastidiosa isolates from the Italian outbreak. It’s worth 

emphasizing the importance of a preliminary in silico analysis of markers when obtained from multiple 

literature sources. Indeed, the screening accomplished here revealed that several loci from independent 

studies were, in the end, the same. A first arising indication is that, even if many repeats can be found in a 

bacterial genome, then the effective loci with proper features for genotyping are not so frequent. Also, 

the need for a clearer classification of markers to avoid misunderstanding and confusion in their use 

appears to be urgent. As an example, in the last paper of Safady and colleagues40  12 markers from the 
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literature have been used28, 33, but 2 of them, i.e. the loci CSSR42 and GSSR12, refer to the same 

repetition, obviously giving the same, doubled, result. This kind of mistake can negatively affect results 

and possibly lead to incorrect conclusions. Nevertheless, due to the high number of starting markers 

considered here, 50 from literature and 25 of new identification, the in silico screening and a first round 

of PCR testing have led to a still conspicuous set of 37 TR loci to be evaluated for their effectiveness in 

revealing genetic differences among X. fastidiosa strains, with a specific attention at the genetic 

characterization of the subspecies pauca. Concerning the results, of course, this MLVA assay is not 

primarily aimed to resolve phylogeny between subspecies of Xylella fastidiosa , due to its intrinsic 

sensitivity in appreciating minimal differences between individuals. Despite this, it still resulted in 

proficient in depicting a correct clustering for them. Conversely, this methodology seems to be finer than 

MLST analysis, due to the sharp distinction among STs evidenced in the results. Interestingly, the strain 

CFBP 8429, isolated from a coffee plant intercepted in Angers, France in 2015, and belonging to subsp. 

pauca ST53 (as reported in CFBP database), has significant differences in the number of repetitions 

compared to the other samples of the same subspecies and type ST53, that led to an independent 

positioning in both hierarchical clustering and MST results. Since this discrepancy could be related to a 

misidentification of its ST, a larger comparison with isolates of the same subspecies from other 

geographic regions should be carried out to validate this hypothesis. The discriminatory power of this 

MLVA assay goes beyond ST detection, being capable to ascertain differences even within single ST. This 

makes its usage crucial in studying cases like the Italian outbreak, where a highly clonal population of X. 

fastidiosa subsp. pauca, belonging to the only ST53 and whose origin is likely attributable to a single 

infection event, is under investigation. In our data, such clonality is widely confirmed and the information 

capable to distinguish individuals are relegated to only a few loci. Those VNTR loci could be hereafter 

selected to put on a devoted assay effective in resolving close genetic relationships in comparison to other 

genotyping methods. However, the small differences ascertained in this analysis don’t show evidence for 

specific relationships with the species of the host plant or with the geographic origin of the strains. Most 
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probably, they account for the first signal of casual mutability of the Xylella population in Italy, do not 

reflecting the consequences of any evolutionary pressure, even though being compatible with the presence 

of the pathogen in Apulia since about 6 years. Then, in terms of convenience in comparison with the 

MLST approach, MLVA has some advantages. The first one is that any sequencing procedure is required 

to obtain genetic fingerprints of bacterial individuals, as instead required by MLST. Moreover, even if the 

cost and the skill requirements of personnel in performing Sanger sequencing are constantly decreasing, 

at least for the present MLVA still remains easier to perform, more cost-effective and less time-

consuming. Since Xylella fastidiosa  is very tedious and time-consuming to isolate and culturing, another 

significant advantage of our MLVA assay regards the possibility to screen directly the DNA extracted 

from the infected plant material without losing reliability. Furthermore, we hypothesize that this method 

could diagnose infections by multiple genotypes in the same plant tissue, as likely occurred in the two 

samples where in some loci, amplicons corresponding to different numbers of repetitions were detected 

at the same locus, underlining another stimulating benefit of the assay. In conclusion, all the results seem 

to indicate that this novel MLVA essay has the potentiality to become a reference method for detailed 

monitoring of the Italian outbreak of Xylella fastidiosa  subsp. pauca, as well as for potentially any other 

occurrence of Xylella fastidiosa  epidemics. 

Material and methods 

All the 24 strains analyzed in this study are reported in Table 2, where subspecies, host plant, geographic 

origin, time of isolation, and ST classification are also indicated. Fifteen strains (indicated with §) were 

sourced from the CIRM-CFBP (Collection Française de Bactéries associées aux Plantes). These strains 

were grown on Buffered Charcoal-Yeast Extract (BCYE) medium at 25◦C for 3-4 weeks; then 100 mg 

of bacterial cells were collected, and DNA was extracted with the Nucleospin Plant kit (Macherey Nagel) 

according to the manufacturer’s instructions. Similarly, 9 strains (indicated with *), were isolated from 

different host plants in Apulia and their genomic DNAs were extracted from freshly grown strains at the 
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Mediterranean Agronomic Institute of Bari (IAMB). The remaining 27 samples (indicated with ◦) are 

instead constituted by total DNAs extracted straight from tissues of plants whose infection by X. fastidiosa 

was formerly assessed. These include DNAs from different host plants in various locations in Apulia, i.e. 

in the provinces of Lecce, Taranto, and Brindisi. All DNAs were checked by q-PCR to confirm their 

belonging to X. fastidiosa according to the protocol described in Harper et al., 201043. 

Table 2: Bacterial strains of Xylella fastidiosa  subspecies used in this study 

Sample Subspecies Host Country(Region) Province Year ST 

CFBP8073§ fastidiosa/sandyi Coffea canephora Mexico Mexico 2012 ST75 

CFBP7970§ fastidiosa Grapevine USA(Florida) Florida 1987 ST2 

CFBP8351§ fastidiosa Vitis vinifera L. USA(California) Fresno 1993 - 

CFBP8077§ sandyi Nerium oleander USA(California) Orange 1995 ST5 

CFBP8356§ sandyi Coffea arabica France (intercepted) 2015 ST72 

CFBP8419§ sandyi Coffea arabica Costarica Costarica 2015 - 

CFBP8478§ sandyi Coffea arabica France (intercepted) 2015 - 

CFBP8173§ multiplex Prunus sp. USA(Georgia) Georgia 1983 ST41 

CFBP8416§ multiplex Polygala myrtifolia France(Corsica) Propriano 2015 ST7 

CFBP8417§ multiplex Spartium junceum France(Corsica) Alata 2015 ST6 

CFBP8429§ pauca Coffea arabica France(Loira) Angers 2015 ST53 

CFBP8072§ pauca Coffea arabica Equador Equador 2012 ST74 

CFBP8074§ pauca Coffea arabica Equador Equador 2012 ST74 

CFBP8402§ pauca Olea europaea Italy(Apulia) Gallipoli 2014 ST53 

CFBP8477§ pauca Olea europaea Italy(Apulia) Taviano 2015 ST53 

Oe_Le1* pauca Olea europaea Italy(Apulia) Gallipoli 2014 ST53 

No_Le1* pauca Nerium oleander Italy(Apulia) Gallipoli 2016 ST53 

Oe_Le2* pauca Olea europaea Italy(Apulia) Acquarica del Capo 2017 ST53 

No_Le2* pauca Nerium oleander Italy(Apulia) Acquarica del Capo 2017 ST53 

Oe_Le3* pauca Olea europaea Italy(Apulia) Gagliano del Capo 2017 ST53 

Pm_Le1* pauca Polygala myrtifolia Italy(Apulia) Taviano 2017 ST53 

Pm_Le2* pauca Polygala myrtifolia Italy(Apulia) Taviano 2017 ST53 

Pm_Le3* pauca Polygala myrtifolia Italy(Apulia) Racale 2017 ST53 

Pm_Le4* pauca Polygala myrtifolia Italy(Apulia) Racale 2017 ST53 

Oe_Le4° pauca Olea europaea Italy(Apulia) Lecce 2018 ST53 

Pm_Le5° pauca Polygala myrtifolia Italy(Apulia) Lecce 2018 ST53 

Pd_Le1° pauca Prunus dulcis Italy(Apulia) Lecce 2018 ST53 

Ra_Le3° pauca Rhamnus alaternus Italy(Apulia) Lecce 2018 ST53 

Ra_Le1° pauca Rhamnus alaternus Italy(Apulia) Lecce 2018 ST53 

Pm_Le6° pauca Polygala myrtifolia Italy(Apulia) Lecce 2018 ST53 
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No_Le6° pauca Nerium oleander Italy(Apulia) Lecce 2018 ST53 

Oe_Le5° pauca Olea europaea Italy(Apulia) Lecce 2018 ST53 

Oe_Br5° pauca Olea europaea Italy(Apulia) Brindisi 2018 ST53 

Oe_Br1° pauca Olea europaea Italy(Apulia) Brindisi 2018 ST53 

Oe_Br2° pauca Olea europaea Italy(Apulia) Brindisi 2018 ST53 

Oe_Br6° pauca Olea europaea Italy(Apulia) Brindisi 2018 ST53 

Oe_Br3° pauca Olea europaea Italy(Apulia) Brindisi 2018 ST53 

Oe_Ta1° pauca Olea europaea Italy(Apulia) Taranto 2018 ST53 

Oe_Ta2° pauca Olea europaea Italy(Apulia) Taranto 2018 ST53 

Oe_Le6° pauca Olea europaea Italy(Apulia) Lecce 2018 ST53 

As_Le1° pauca Acacia saligna Italy(Apulia) Lecce 2018 ST53 

Ra_Le2° pauca Rhamnus alaternus Italy(Apulia) Lecce 2018 ST53 

As_Le2° pauca Acacia saligna Italy(Apulia) Lecce 2018 ST53 

Pm_Le7° pauca Polygala myrtifolia Italy(Apulia) Lecce 2018 ST53 

No_Le4° pauca Nerium oleander Italy(Apulia) Lecce 2018 ST53 

No_Le5° pauca Nerium oleander Italy(Apulia) Lecce 2018 ST53 

Ln_Le1° pauca Lauris nobilis Italy(Apulia) Lecce 2018 ST53 

Pm_Le8° pauca Polygala myrtifolia Italy(Apulia) Lecce 2018 ST53 

Pm_Le9° pauca Polygala myrtifolia Italy(Apulia) Lecce 2018 ST53 

Pd_Le2° pauca Prunus dulcis Italy(Apulia) Lecce 2018 ST53 

Pm_Le10° pauca Polygala myrtifolia Italy(Apulia) Lecce 2018 ST53 

 

In silico analysis of Tandem Repeats previously reported on Xylella fastidiosa  

Molecular typing of X. fastidiosa by VNTR markers has been already accomplished in the past with 

significant results. In detail, 9 Tandem Repeats loci have been described by Della Coletta-Filho et al. 

200127, and used, in comparison with the RAPD method, to evaluate the genetic diversity of Brazilian 

strains of X. fastidiosa subsp. pauca, responsible for citrus variegated chlorosis (CVC) disease. Then, 34 

VNTR markers have been independently depicted by Lin et al. 200528 to estimate genetic diversity 

among 43 isolates of X. fastidiosa collected mainly in California from grape, almond, citrus, and 

oleander, which resulted particularly effective in resolving differences within genetically homogeneous 

isolates. Also, to estimate differences in a large set of isolates from citrus and coffee in Brazil, Francisco et 

al. 201733 used 7 new markers. Successively, several studies have been realized, often using selections 

of the above-reported SSR markers, to genotype X. fastidiosa strains in different host-pathogen 
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interactions30, 42. Here, because of the aims of this research, we decided to firstly check-in silico the 

presence of all these 50 markers and their respective primers on the genome of the strain "DeDonno" of 

X. fastidiosa subsp. pauca, edited and deposited in GenBank (accession number: CP020870.1), using 

Nucleotide BLAST (for the tandem repeats) or Primer-BLAST (for the respective primers) tools in NCBI 

website. 

New VNTR loci identification and primer design 

Contemporaneously a new search, aimed to identify potential new markers to be added to the analysis, 

was carried out on the same genome using the TRF program38 set with the following parameters: 2 

match, 7 mismatch, 7 indels as alignment Parameters; 50 as Minimum Alignment Score; 250 as 

Maximum Period Size; Alignment Size. Then, a further selection of the results obtained was made 

imposing the following parameters : > 5 as Period Size, >2 as Copy Number; >90% as Percent Matches, 

Consensus Size as Period Size. This procedure has led to the identification of 25 new Tandem Repeats loci 

for which suitable primers in respective flanking regions have been designed using Primer3 with default 

parameters. 

PCR amplification of VNTR loci 

12.5 All VNTR loci were amplified with single PCR reactions using the primer pairs reported in Table 1; 

each reaction contained 12 µl of GoTaq G2 Green Master Mix 2x (Promega Corporation, USA), 1 µl of 

DNA sample (40 ng), 1 µl of primer forward and 1 µl of reverse primer (10 µM final concentration), 9.5 

µl of molecular grade Sterile distilled water (SDW) to the final volume of 25 µl. The PCR amplifications 

were performed with a C1000 thermocycler (Biorad Laboratories Inc., Ca., USA). The following 

parameters were used for the TR loci identified in this study: initial denaturation for 5 minutes at 95 ◦C; 

40 denaturation cycles for 30 s at 95 ◦C, annealing for 30 s at temperatures ranging from 47.9 ◦C to 58 

◦C according to primers requirements, and extension for 36 s at 72 ◦C, plus a final elongation step for 5 

minutes at 72 ◦C. For the primers obtained from literature review27, 28, 33 the respective protocols were 
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followed. 

12.6  

Capillary electrophoresis 

The QIAxcel capillary electrophoresis system (QIAGEN, Milan, Italy) was used to estimate accurately 

the amplicon size. The DNA High-Resolution cartridge was used for all samples and the OM800 method 

was run, as recommended to obtain the maximum precision (2-3 bp maximum error) with amplicons 

ranging in size from 200 to 500 bp. No template controls (SDW) and size markers were included in each 

run. The results were analyzed and interpreted using the ScreenGel v.1.6.0 software (QIAGEN), which 

gives an accurate estimation of both the size and concentration of amplicons. Then, the number of tandem 

repeats at each VNTR locus was calculated by subtracting the size of the flanking region from the 

amplicon size and then dividing the remaining by the repeat unit length. In the case of loci with a truncated 

final repeat, the copy number was rounded down to the previous integer. To evaluate the accuracy of these 

calculations, a random selection of amplicons was Sanger sequenced, as done in any case of disputable 

TR number attribution. A final data matrix (Table S2) of 51 samples and 37 number of TR for each locus 

was produced. 

Data elaboration 

The string of integer numbers obtained as above described represented the haplotype of each strain under 

investigation. These were reciprocally compared using two analytical approaches suitable for this type of 

data when the assessment of genetic relationships among populations of clonal organisms is aimed. 

Hierarchical clustering and the goeBURST algorithm were independently applied to data. Data were 

analyzed in two steps: first, only the 15 strains from the CFBP collection were included to check the 

effectiveness of the method in resolving differences at subspecies and Sequence Type (ST) levels; then, 

all the other DNAs belonging to the Italian outbreak were included in the analysis. 
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Hierarchical clustering 

The data matrix was imported into R version 3.4.4 (R Core Team, 2018). The genetic distance among 

individuals was calculated using Bruvo’s distance44, an algorithm particularly suitable for genetic 

markers as tandem repeats because it deems repeat length into the calculation and is not sensitive to ploidy 

levels45–47. After the distance computation, the hierarchical clustering was obtained by hclust() function 

of the R package stats (R Core Team, 2018) using UPGMA as an agglomerative algorithm. Bruvo’s 

distance was also bootstrapped using the poppr bruvo.boot() function and a cut-off threshold of 80% was 

set. The final dendrogram was visualized with the R package factoextra version 1.0.548. 

Globally optimized eBURST algorithm (goeBURST – Phyloviz) 

For goeBURST analysis, the devoted software Phyloviz 2.049 was used. Another successful approach to 

the analysis of tandem repeat data has been proposed by Francisco and colleagues (2010)50 in which the 

efficacy of eBURST algorithm51 was reinforced with additional rules to elucidate possible patterns of 

evolution in a dataset. Then, a Minimum Spanning Tree (MST) was constructed representing a tree in 

which the sum of the distances among all the isolates, as represented by data, is the shortest possible one, 

according to the general concept that the most probable evolution is the one that requires the lowest 

modification events.
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Table S1: Tandem Repeats identified and used in literature 

 

Locus Name Forward primer Reverse primer TR sequence 

SSR20 ATGAAGAAGCCAGGATACAT GCTACACGTGCAACAAC ATTGCTG 

SSR21 AACACGGATCAAGCTCATG GGAACACGCAATAGTAAGA TGTTATC 

SSR26 CTGTGATCGGTGAATTGA TCAAGCACACTTCCTACG GTGTGTGA 

SSR28 GC(T)AACGCTGTTATCTCAAT ATTACGCTTCTTATCGCTGT GTGTGCCT 

SSR30 TACGCTGCAC(G)CTGTCTG(T) CTGTGAACTTCCATCAATCC TGATCCTG 

SSR36 ATGTCACTCAGGTCAGG CAGAACCACCGACTG(CTCT) TGTTGGGG 

SSR40 ACCT(G)TGACGACGGATG TAGGAACTGCTGCTACTGAT GAAGGCGTA 

SSR32 AGATGAACC (-) TCGCCAC GTACTCATCTGCGATGG CTGATGTG (GTGATGCG) 

SSR34 TGATAGAACTGTTTGACGCATTTG TCGGGAAGTTTGGGGTGAC (TTGGGTAG)/(TTGGGTAA) 

OSSR-2 TTGCTTCACCATTAGCCTTATC GGCCGTACAGGACCGATC ATG 

OSSR-9 TAGGAATCGTGTTCAAACTG TTACTATCGGCAGCAGAC TTTCCGT 

OSSR-12 ACAGTCTGTGTCCGCAATTTG CAGGCGCAGATAGCATTGATC AGAGGGTAT 

OSSR-14 GGCGTAACGGAGGAAACG ATGAACACCCGTACCTGG TGA(G)TCCATCC(T)CT(G)GTG 

OSSR-16 GCAAATAGCATGTACGAC GTGTTGTGTATGTGTTGG CTGCTA 

OSSR-17 AGT(C)ACAGCGAACAGGCATTG AGCAACCAG(A)GACGGGAAC TGCCTG 

OSSR-19 GCTGTGAACTTCCATCAATCC GCAAGTAGGGGTAAATG(A)TGAC CAGGATCA 

OSSR-20 ATCTGTGCGGCGGTTCTG CACTTGCGGCGTAGATACTTC AGGATGCTA 

CSSR-4 
AACCCA(C)ATTCTTT-
(G)TAATATGTG 

TTGCAGCATTAGATATTTGAG TGCC(A) 

CSSR-6 CGCACTGTCATCCATTT(C)AATC GCTGCTTCATCTAGACGTG G(C)CTGTA 

CSSR-7 CACAGCGAACAGGCATTG AGCAACCAAGACGGGAAC CTGTGC 

CSSR-10 GCAACCACAAAGCCGCAG AGCACCTCTTAGCATCACTGG CAATGA 

CSSR-12 TAAGTCCATCACCGAGAAG AAACGGATTTAGGAACACTC GAAGGCGTA 

CSSR-13 CAATGTCACTCAGGTCAG TTCTGGAATACATCAAATGC TGTTGGGG 

CSSR-16 CGATCAACCCATTCACTG GCT(C)CCTATTTGCATGATATTG GTGGTGGCA 

CSSR-17 AGAAGTATTCGCTACGCTACG GGTGATGATTCAGTTGGTGTTG CTGATGTG 

CSSR-18 GTGCTTCCAGAAGTTGTG GACTGTTCTCTTCGTTCAG GCCAA 
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CSSR-19 TGCTGTGATTGGAGTTTTGC TCAAACGAATCTGTCCATCAAG TGGTGAG 

CSSR-20 GGTATCGCCTTTGGTTCTGG GACAACCGACATCCTCATGG GTAGCA 

ASSR-9 GGTTGTCGGGCTCATTCC TTGTCACAGCATCACTATTCTC CAAGTAC 

ASSR-11 AGAGGCAACGCAGGAACAG GTGAGTTATATCGGTGCAGCAG ACGCATC 

ASSR-12 TGCTCATTGTGGCGAAGG CGCAACGTGCATTCATCG GATTCAG 

ASSR-14 TTGACTCAAGGAATAAAAC GAAAAGAGTGTCAATACG CTGCGTGC 

ASSR-16 TTAATCAACAACGCTTATCC TCGCAGTAGCCAGTATA(G)C GCTCCGGTTCTA (GCTCCA) 

ASSR-19 CGCCGACTGTCTATG(A)TGAC TTCC(G)TAGCAATGGCAATGTTG ACAACG 

ASSR-20 TTACTATCGGCAGCAGACG TGAAGCAATGGTGGATTTAGG ACAGAAA 

GSSR_4 GCGTTACTGGCGACAAA(G)C GCTCGT(C)TCCTGACCTGTG ATCC 

GSSR_6 TGTTCTCTTCGTTCAGCCAAGC CGCAGCAGAGCAGCAGTG CTTGT(G) 

GSSR_7 ATCATGTCGTGTCGTTTC CAATAAAGCACCGAATTAGC GGCAAC 

GSSR_12 TTACGCTGATTGGCTGCATTG GTCAAACACTGCCTATAGAGCG TATCTGT 

GSSR_14 TTGATGTGCTTTTGCGGTAAG GACAGG(C)TCCTCTCATTGCG TCCC(T)GTA 

GSSR_15 CCGCAGAGTCCGTTGTA(C)AC AGCC(T)GACGCACGGTATATC AGCCTGC 

GSSR_19 GCCGATGCAGAACAAGAAC TCAACTTCGCCACACCTG GAAAACAAG(C) 

GSSR_20 TGGATGGATAGATGATTCAGCC CGATCAGTGGAGGATGTCTTG GAACCACT(C)A 

COSSR1 GAAACAAGATGGCGGTTGC CATTTAAACGGGCGGCATA ATTGCTG 

COSSR6 TGCTGCGCGATAACCAAGT CATCCAATCAGCCCTAACCT GTGATGCG 

CSSR45 ACAGACATCACCGGCATTG AATGTCGCTGCCAATCCAT CACACCGAGATGGAC 

COSSR4 CAAGGTGACCGCTAGCCTAT GCTGTCATTGGGTGATGC CAATACAC 

COSSR5 ACACTGACACAACAGCCACCA AATGGTGGGTGTGATGGTTTC CATACAGA 

COSSR3 AAGTATTCGCTACGCTACGC GTGTGTTATGTGTGCCATTCGT CTGATGTG 

CSSR42 ATTACGCTGATTGGCTGCAT GTTTCATTACGCGGAACAC TGTTATC 
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Table S2: Results of TRs of each strain for each locus 
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 : Conclusion  

 

 Thesis  conclusions 

Bacterial plant pathogens represent one of the main threats to the plants and food due to their 

control difficulties. In the last two decades, many bacterial plant pathogens have emerged due 

to different factors such as the active movement of goods around the world, the wide 

application of agrochemicals and climate change. To understand how populations of these 

pathogens emerge and adapt to new environments, genetic analysis can represent a useful path 

that is able to trace pathogens responsible for the epidemics and to understand their evolution, 

profile, adaption and population structures, aiming to use this information for plant disease 

control measurements (1). Population genetic analysis depends on molecular methods that have 

proved their efficiency in detecting and identifying plant pathogens but also to reveal more 

about genetic diversity (2–4). Here, we developed and used an MLVA molecular genotyping 

approach for identification, detection, tracking, and study of the microevolutionary history of 

three different bacterial plant pathogens: Pseudomonas syringae pv. Actinidiae, the causal 

agent of the bacterial canker of kiwifruit,  Xylella fastidiosa  subsp. pauca that causes the Olive 

Quick Decline Syndrome (OQDS), both causing sudden and harmful outbreaks in Italy (5,6), 

and the endemic plant pathogen Pseudomonas savastanoi, which causes olive knots on Olea 

europea L. and other similar diseases on other host plants by its pathovars. 

    Aims of this thesis are:  

✓ To set up and evaluate a molecular genotyping approach by MLVA (Multiple Locus 

Variable-Number Tandem Repeat Analysis) to obtain genetic fingerprinting of the 

three different types of bacterial pathogens.  

✓ To understand if this method, with each of the pathogens analysed, could be able to 

differentiate populations within the same species, subspecies, pathovars, biovars. 

✓ To check if the method matches the required criteria for the detection, identification, 

and tracing pathogen of disease outbreaks.  

✓ To find out how this method is suitable in comparing and evaluating genetic 

differences in both endemic and epidemic bacterial pathogens in order to reveal the 

genetic structures of their populations.  
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Three pathogens were used representing three different diseases and based on the results 

obtained and discussed in this thesis. The conclusion will deal with two aspects, the first 

one is the technical point of view of the MLVA method 

✓ The few handling steps of an MLVA made it an easy and rapid method to handle 

genetic analysis and a simple but powerful technique for bacterial genotyping by 

providing numerical data, which will be accessible and comparable via the internet 

in a future MLVA database. 

✓ The method has proved to be more effective than many other classical molecular 

analyses due to its ability to differentiate among closely related strains with low 

running costs, and high accuracy. 

✓ The described method could be considered as the first-line assay for the local 

outbreaks in case of endemic pathogens, even more in epidemic outbreaks, and in 

surveillance investigations. 

     Regarding the biological point of view 

✓ The ability of the method to discriminate the strains within the same species, 

subspecies, pathovars, biovars was demonstrated. In addition to its ability to track 

pathogens origin, often the method assigned the strains to their origin and hosts, 

especially in case of outbreaks. 

Concerning  Pseudomonas syringae pv. actinidiae results 

✓ The method correctly assigns the strains to the known biovars using three different 

analytical methods of the data, Hierarchical clustering, STRUCTURE, and 

Discriminant analysis of principal components (DAPC). 

✓ In addition to the assignment of the main five biovars, new groups were identified 

and remained independent with strong statistical support (Pop1-Pop9). These 

groups belong to Japan, Korea, and the majority of the groups are from China. 

✓ We believe that the genetic variability of Pseudomonas syringae pv. actinidiae was 

not fully described yet. 

Pseudomonas savastanoi 

✓ The method was able to discriminate all the pathovar, it clustered together isolates 

mainly according to their hosts and geographic origin. 

✓ Higher variability among the strains of pathovar savastanoi was observed. 
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✓ The method was able to expose the genetic diversity, from a single tree in the field 

and resulted particularly useful in identification and tracking P. savastanoi 

populations at the local level  

✓ Multiple infections in a single plant were found in the strains isolated from Viterbo 

field, which could be explained by human-mediated transmission of the bacterial 

infection from a plant to another during pruning practices by infected tools. 

Xylella fastidiosa   

✓ The method was able to assign the strains to their subspecies and ascertain 

differences even within a single sequence type (ST). 

✓ The analyses of the 38 Italian strains for 37 loci, revealed that 18 loci are identical, 

11 changed periodically, and only7 has differences in the numbers of repeats. 

✓ The strain CFBP8429, isolated from Coffea arabica plants in Angers, France 

reported as belonging to ST53, seems to be significantly distant from all the others 

ST53 from Italy. 

✓ Crude DNA of the bacteria isolated from infected plants directly was used 

successfully, giving a very important advantage in cost and time reduction for large 

screening purposes and slow-growing bacteria. 

✓ No correlation between the strains and geographic origin or the host was found. 

✓ Again, three analytical methods were used to analyse the data: Hierarchical 

clustering, STRUCTURE, and Discriminant analysis of principal components 

(DAPC). Hierarchical clustering, and (DAPC), seem to give a clearer result than 

STRUCTURE 
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